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Artificial Intelligence Techniques for Ambient Intelligence

(AITAmI07)

Ambient intelligence [1] (AmI) is rising as an AI-based paradigm with one of
the highest potentials to impact daily human life in the near future. The broad
idea is to enrich a space (e.g., a room, house, building, bus station, or a critical
area in a hospital) with sensors so that the people using that space can benefit
from a more flexible and intelligent environment.

Ambient Intelligence offers many expected benefits. For example, it can in-
crease safety by monitoring lifestyle patterns or recent activities and providing
assistance when a potentially harmful situation arises. It can increase comfort
by making resources available in advance of demand, or by automatically man-
aging multiple parameters of the environment such as temperature, lighting,
and music.

The most well-known area of Ambient Intelligence is usually referred as
“Smart Homes”, in which a house is equipped to bring advanced services to
its users. Recent applications include the use of smart homes to provide a
safe environment for people with special needs. For example in the case of
elderly people suffering from Alzheimer’s disease, a system can minimize risks
and ensure appropriate care at critical times by monitoring activities, diagnosing
situations and advising human care-givers as available/required. Applications
of this form can greatly improve quality of life.

Other applications of this concept include the use of Ambient Intelligence
technology to diagnose situations where safety can be compromised in areas
such as hospitals, airports, buses, trains, and underground stations. The ability
to rapidly detect and react to hazards in such public environments is extremely
important for diminishing the negative effects of any crisis. These environments
share the characteristic of being enclosed spaces, which tend to support the
necessary instrumentation. However, security minded applications can also be
developed for open areas, such as parks, and individual streets.

Ambient intelligence is a multidisciplinary area that encompasses a wide
range of technical and practical challenges. It includes research in agent design
and distributed intelligence, broad issues in user interfaces, special problems
in networking and data communication, plus design considerations involved in
embedding smart systems in public spaces and buildings. This workshop empha-
sizes the impact that Artificial Intelligence can have on Ambient Intelligence,
specifically to impact the range of services Ambient Intelligence systems can
offer and to increase the flexibility such applications can provide.

Although there have been a number of workshops and conferences on re-
lated topics, none have made a strong connection between the achievements
of Artificial Intelligence and the potential to improve Ambient Intelligence by
borrowing/adapting solutions from this rich area.

The topic of Ambient Intelligence is strongly related to traditional AI top-
ics such as spatio-temporal reasoning, robotics, HCI, and to knowledge rep-
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resentation, inference, planning and execution, which are essential in any AI
application. Rather than select any single of these threads, the workshop aims
to provide a broad perspective on the possibilities that AI has to make smart
spaces smarter. This can include work in: Spatio-Temporal Reasoning, Causal
Reasoning, Planning, Learning / Data Mining, Case-based Reasoning, Decision
Making under Uncertainty, Decision Trees, Neural Networks, and Multi-Agent
Systems. This list should not be regarded as exclusive, as other, newer ar-
eas are emerging that are relevant to both AI and AmI: Human Interaction
with Autonomous Systems in Complex Environments, Self-adaptive systems,
Context Awareness, Innovative applications of AI to Ambient Intelligence, and
Agent-based approaches to AmI.

A first Workshop on Artificial Intelligence Techniques for Ambient Intelli-
gence [2] was held in August 2006 at Riva del Garda, Italy, bringing together
professionals from various European research centres. Now we are very pleased
to offer this compilation of papers from the 2nd Workshop on Artificial Intel-
ligence Techniques for Ambient Intelligence which reflects advances in the area
made in Asia, Europe and North America. It contains contributions made by
researchers and practitioners, and includes two key notes, and fourteen papers
which have been selected by our Program Committee. All these contributions
report on interesting advances in the area both at a theoretical and applica-
tion level. We want to thank the authors for their contribution to this exciting
event. Special thanks to our supportive Program Committee members who gave
shape to the workshop by helping with the selection of papers and by providing
useful advise to the authors of accepted papers on how to improve their final
versions. Dr. Arne Schuldt and Dr. Christos Goumopoulos also made valuable
contributions during the review process.

We would like to give our special thanks to IJCAI, represented by Dr. Car-
les Sierra, who allowed us to organize AITAmI’07 as a co-located event with
IJCAI’07. We would also like to thank the local organization of IJCAI’07 for
their technical assistance to produce this proceedings and to organize various
aspects of the event at Hyderabad.

We are looking forward to meet you all in a fascinating place of the world
for a stimulating event.
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Abstract
Because of the proximity  between technically en­
gaged  media  art  practices  and  Ambient  Intelli­
gence  research  agendas,  media  arts  can  deliver 
contributions to Ambient Intelligence research in  
ways that Ambient Intelligence as a technical dis­
cipline do not.

1 Introduction
Ambient Intelligence (AmI) is likely the most ambitious and 
fare reaching version of Mark Weiser's [Weiser, 1991] ori­
ginal vision of ubiquitous computing. AmI combines almost 
all  of  the  subfields  of  the  'anywhere-anything-anytime’ 
computing paradigm: ubiquitous computing itself, unobtrus­
ive hardware, ad hoc networking, intelligent systems, robust 
and secure systems, context awareness, intelligent and intu­
itive interfaces [Shadbolt, 2003] and, with renewed emphas­
is, social interactions.
If AmI is not foremost about technology, but rather about 
people as a telling quote from Philips AmI Research states 
“ultimately  however,  Ambient  Intelligence  is  not  about 
technology but about people, because it is not Ambient In­
telligence that will shape the future of ordinary people, it is 
ordinary people who will shape the future of Ambient Intel­
ligence” [Philips, 1999], then 'people studies' need to be re­
considered for more effective AmI. This means reconsider­
ing some of the fundamental concepts upon which AmI is 
contingent.

AmI is historically part of an ongoing discourse on our rela­
tionship with technology. Born from the Industrial Revolu­
tion's  promise for  a life of  plenty and leisure,  technology 
was become synonymous with progress and improving life. 
Information  processing  technologies,  including  AmI,  are 
part of this larger narrative, firmly embedded in the history 
of Western culture. The German existentialist  philosopher 
Martin Heidegger, seeking a fundamental understanding of 
technology as a civilizational phenomenon, understood the 
essence  of  technology  as  a  'Gestell'  (standing  reserve) 
[Heidegger 1957]. By this he meant a potential, a prepared 
and efficient framework onto which a more complex pro­
cess can be mapped. While this is  useful  for making life 
easier, (in not having to grind one's wheat every day but in­

stead buying bread from the store), it prevents people from 
participating  in  the  complete  cycle  of  events  (planting, 
growing, and harvesting, etc). So there is a 'price' to pay for 
the removal of tedious labor. Reacting to this dilemma is not 
without  precedent.  Cybernetics  [Pickering,  2002],  [Pias, 
2004],  and  in  particular  the  Second-order  Cybernetics 
movement generated one of the most notable attempts of in­
tegrating technology into daily life and putting technology 
in the service of people and society as a whole. It is also 
well known that the movement failed from the perspective 
of the engineering sciences, because it could not make good 
on its promises, because the simple feedback mechanisms 
would not scale to complex systems, and because it could 
not build an operational technical framework, amongst other 
reasons. The failure of cybernetics and the rise of robotics 
and AI, and in their wake ubiquitous computing and AmI as 
technical  practices  capable  of  delivering  real  world  solu­
tions, do not render Heidegger's critique nor the Cybernetics 
movement obsolete. On the contrary, the need to reflect on 
the role of technology in society and its impact on our envir­
onment is as pressing today as it ever was.

2 Help from a Stranger
Since the engineering sciences are generally not the domain 
where knowledge about 'people' is a priority, realms from 
the social  sciences are called upon for assistance. Indeed, 
Human  Computer  Interaction  (HCI),  Sociology,  Ethno­
graphy  all  have  their  established  place  in  this  endeavor. 
However, I am interested in a different source of contribu­
tion, a strange and unlikely candidate; the arts, and in partic­
ular  the  field  where  artists  fiddle  with  technology,  com­
monly known as media arts. Specifically, I am interested in 
discussing qualitative aspects of mediation between people 
and ambient systems that are currently not part of the AmI 
framework.

2.1 Media Arts

Media arts are a new and evolving field that is far from uni­
fied. The observations below are intended only as a cursory 
introduction for AmI professionals. 

Help from a Stranger – Media Arts in the context of Ambient Intelligence∗

Marc Böhlen
MediaRobotics Lab 

Department of Media Study, University at Buffalo 
marcbohlen@acm.org
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In general  one could say that  media arts  comprise all  art 
forms where technical media come into play. Media arts, as 
many traditional art forms, tend to be craft-based and think­
ing often occurs more through things than through abstrac­
tions of things. Because of the novelty and the lack of a can­
on, media arts  are a  highly experimental  field of  inquiry. 
Artists  are  traditionally  not  accountable  to  disciplinary 
boundaries  in  the  same  way  as  other  professionals  are. 
Artists 'experiment' with technologies, often learning while 
doing, and apply technologies in unusual ways; sometimes 
in ways for which the technologies were not conceived (and 
ill  prepared  to  perform).  Furthermore,  media  arts  inherit 
from a lineage of 20th century art movements a sharp focus 
on personal subjective experience in lieu of universal truth. 
A common trait of many media art works is an elaborate 
concern with the effects technologies have on people in their 
daily lives. As such, media arts are nominally not very dif­
ferent from AmI. However, there are differences. Media arts 
often suffer from lack of technical sophistication. From an 
engineering  perspective,  many of  the  works  are  hobbyist 
hacks.  Also,  as the sub discipline of media arts,  'physical 
computing', continues to demonstrate, there is a notable em­
phasis and rich variety in creating customized outputs from 
computational  systems.  However,  the  computational  pro­
cesses themselves are often not part of the inquiry. Coding 
is usually performed in scripting languages, data acquisition 
and processing as well as motor control are reduced to min­
imum complexity, and the projects are often too fragile to be 
reliably reproduced.

On the other hand, and this is of importance here, the media 
arts have a differentiated approach in defining gray scales in 
the relationship between people and technology, in the cir­
cumstances under which we experience technologies, and in 
the  ways  in  which  a  given  technology  may  receive  new 
agency. There is a predisposition to contextualize the work 
outside of the art practice where it originates. This gener­
ates, for example, an appreciation for the mutual dependen­
cies  between  technical  and  aesthetic  design.  For  media 
artists, technology is a not about task completion, and inter­
action does not limit itself to information processing. The 
concept of a 'user' does not exist in the media arts, and few 
artists are inclined to perform formal evaluation methods or 
'user studies' on their works. Artists are often more inclined 
to create problems than to effectively solve problems. Con­
trary to its reputation, media arts are not a pleasure industry. 
A few examples may shed some light on this.

2.1.1 Examples 
Arthur Gansen's “Machine With Chair” [Fig. 1] is an elabor­
ate mechanical contraption that does nothing more than ro­
tate a wooden chair through 360 degrees in free space and 
place it  back on the same spot from which it  was taken. 
Gansen's work is part of a history in creating non-utilitarian 
devices and strange objects that can be used for absolutely 
nothing. Gansen's work is generally perceived as beautiful 
in the traditional sense of aesthetics. It is indeed strangely 
wonderful  to  watch a mundane object  being moved eleg­

antly through space for no apparent reason other than to see 
it nicely executed.

Fig.1 Machine with Chair

Mike Bonanno of the artist collective the YESMEN has a 
very different idea of what to do with technologies. In one 
particularly well-known event, Bonanno purchased dozens 
of Barbie and G.I. Joe dolls, switched the voice boxes of 
Barbie and G.I. Joe dolls and returned them to store shelves. 
All of a sudden the G.I. Joes would say “Let's go shopping 
today!”,  and  the  Barbies  would  bark  “Dead  men  tell  no 
lies!”, or something along those lines. With this very simple 
technical and logistic intervention, Bonanno was able to cri­
tique gender stereotypes projected onto children's toys and 
make his message known to a wide audience in ways that 
other consumer protests never achieved. 

Erwin Driessen & Maria Verstappen interpret 'situated inter­
action'  in  a  literally  hands-on  way.  The  two  artists  de­
veloped a massaging robot; a robotic gizmo that crawls over 
your back and gives you a gentle tickle-like massage [Fig. 
2]. The tickle robot also builds a 3D map of your back as it 
performs  its  massaging  operations.  The  device  delivers  a 
pleasurable bodily experience that a data-centric approach to 
mapping the body could not capture. While the work is fully 
functional, it is preposterous and quixotic at once – machin­
ic intimacy without empathy that delivers canned affection 
on demand.

Christa McPhee “borrowed”, from a sympathetic scientist, a 
mobile carbon flux measurement system [Fig. 3] used for 
environmental monitoring in global climate change studies 
on the tallgrass prairie in Kansas [McPhee, 2004]. Instead of 
analyzing the collected data as  an environmental  scientist 
might, she recorded the noises of the apparatus performing 
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the measurements themselves, resulting in a kind of ambient 
'measurement noise'. She also made the complete data set

Fig. 2 Tickle

Fig. 3  Slipstreamkonza

from the  autonomous  robotic  system,  unfiltered  and  raw, 
available to viewers such as not to “remove” anything, ima­
gining that  something unknown might be lingering in the 
vast lines of floating-point data. McPhee resisted numerical 
methods of summarizing or mining the data in any way. For 
her the data itself became a physical object of interest, not 
something that should be replaced by a convenient numeric­
al summery.

3 Reflecting on Technical Practices
The above-sketched artworks are more than academic pleas­
antries and technology critique. Not that the HCI and AmI 
communities do not perform self-critique. Agre set the stage 
for this with “Computation and Human Experience” [Agre, 
1997],  with  the  central  tenet  of  a  “critical  technical 

practice”. Sengers and others [Sengers, 1999], [Boehner et 
al, 2005] have refined Agre’s vision into a HCI methodo­
logy.

Other interesting input comes from Nijholt. He quotes Co­
hen who has spent time in a smart room in the “off” state 
(when the  system was  not  receptive),  and  reports  on  the 
very odd feelings of being in a weird void [Nijholt, 2004]. 
New forms of alienation are formed when smart technolo­
gies go idle. Subsequently Nijholt suggests we build a rela­
tionship with ambient spaces and perceive them as social 
actors, without, however, specifying any details of what to 
do with this social actor.

Furthermore, Dourish and others have argued that the his­
torical context that equated mind exclusively with computa­
tional processes (and from which the Weiser vision of ubi­
quitous computing emerged) is insufficient as a lasting con­
ceptual framework of ambient intelligence and that informa­
tion  processing  should  be  considered  a  cultural  category 
[Dourish, 2005].

It is also well known that HCI researchers have put consid­
erable effort into design strategies based explicitly on social 
and ethical norms. The iHome project at the University at 
Aarhus  [Iversen,  2004]  rasion  d'être is  to  not  make  the 
home a carbon copy of the office as some large companies 
[De Ruyter and Aarts, 2004] have. Iversen proposes to re­
vitalize utopian ideals in the design of technology and im­
plement them with systems that foster collective experience 
through participatory design principles as opposed to indi­
vidualistic experiences. However, the researchers do not ac­
cept the possibility of decoupling usefulness from technical 
invention as the media arts do. And this brings me back to 
the media arts. 

Media arts have built a qualitative but nonetheless opera­
tional craft of recontextualization in engaging sentient sys­
tems with people. Despite their technical limitations, media  
arts have contributed to critical  diversity in our machine  
culture. And that is what should make them attractive for  
AmI researchers.

4 Technically Engaged Media Arts
The list of artists working in close proximity to engineering 
paradigms has grown significantly in the last years. While it 
is not possible to describe this trend in detail here, the fol­
lowing paragraphs depict two select AmI related art works 
originating from the author’s studio/lab that have found res­
onance in both the art  as well  as the engineering science 
communities. 

4.1 A Nature Interpretation Center with Second 
Thoughts (UNSEEN)

“Unseen”  is  a  nature  interpretation  center  with  second 
thoughts; an autonomous outdoor knowledge-mixing system 
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that  dynamically proposed expertise  on plants and shared 
this with its visitors1. 
Nature interpretation centers are a romantic expression of 
the desire to understand and experience nature without giv­
ing up the comforts of civilization. Interpretation centers at­
tempt to shore up this deficit through visual effects. Follow­
ing trends in news and entertainment TV, they offer seduct­
ive media shows depicting portraits of wildlife busily eat­
ing, hunting, cleaning, and so forth—in contrast to the real­
ity where usually nothing much happens. 
A public  garden offers  an  interesting conditioning of  the 
natural  environment  for  those  interested  in  querying  this 
cultural malaise. Midway between untouched, pristine land 
and controlled construction, public gardens are established 
forms of colonialized wildlife. Following the Linnaean tra­
dition, marked trees and labeled plants promise clear classi­
fications with no secrets. Paved paths and directional cues 
prevent  accidental  disorientation and exposure to unstruc­
tured spaces. There is no room and no need for questions. 
Unseen proposes a very different approach to the experience 
of  being  in  the  outdoors.  Set  in  the  Reford  Gardens  of 
Grand-Métis on the Gaspé Peninsula of eastern Québec dur­
ing the summer of  2003, our  multi-camera real  time ma­
chine vision system observed select plants indigenous to the 
region [Fig. 4] and shared its results with visitors.

Fig. 4 viewing box with one of four observation cameras

Working with unstructured spaces creates encounters with 
several levels of engineering and design challenges. Since 
our system was placed in a large garden in the middle of a 
forest one-half a mile from the nearest power outlet, we had 
to address a variety of adverse conditions:  line voltage fluc­
tuations, temperature variations, and high levels of humid­

1 Technical details on the vision and text creation system are 
described elsewhere [Böhlen2004].

ity. Since our system was designed for  public  access,  we 
had  to  anticipate  peak  traffic  during  weekends  and  allay 
anxieties  about surveillance technologies.
The presence of high-bandwidth data collection machinery 
in public spaces of leisure can make people feel uncomfort­
able.  While  most  people  have  grown  accustomed  to  the 
presence of surveillance technologies in urban areas,  they 
expect the outdoors to be unspoiled by surveillance techno­
logies. The challenge consisted in finding ways to counter 
such anxieties and still be able to collect useful data over the 
course of the summer. The solution was simple but effect­
ive. We placed the cameras all below (human) eye level and 
cast the view downwards toward the ground. This posture of 
downcast stance signaled to visitors that the vision system 
was watching not them, but the garden.

Fig. 5 plant motion over time
 
The  Dogwood,  the  Wild  Sarsaparilla,  the  Harebell,  the 
Foamflower, the Wild Columbine, the Garden Columbine, 
the Alpine Woodsia, the Lowbush Blueberry and the Cana­
dian Burnet  were under continued observation during the 
entire summer. Borrowing from data analysis and classifica­
tion techniques, the system searched for, found and tallied 
instances of these plants. The system had a variety of dis­
play scenarios, amongst others one in which the change over 
time was visible. Such an image slowly intensified as the 
movements  under  the  camera  accumulated  [Fig.  5].  This 
mode of seeing is unique to the machine. Using differential 
images,  one  can  reduce  the  numeric  representation  of 
change to minimal information. The method was quite sens­
itive and could register the flight path of a large bee, for ex­
ample.
Short texts, constructed from a large database of acknow­
ledged expert sources,  depicted factual  data  on the plants 
and  on  computer  screens  in  a  small  hut  adjacent  to  the 
garden. Over the course of the summer, however, the fla­
vour  of  the  texts  changed.  As  the  initially  sparse  garden 
grew luscious, the system followed the changes and altered 
its opinion, as it  were,  on the plants. The texts it  created 
shifted from descriptive to hypothetical, and, having second 
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thoughts, confronted the visitor with imagined future under­
standings of plant life, suggesting that a walk in the woods 
really is  more than just  an act  of  information processing. 
Unseen was an expert system driven by the very objects it 
observed. It was an open invitation to look again, with fresh 
eyes, human and synthetic, at a simple garden [Böhlen, Tan 
2004].

4.2 Synthetic Hissy Fits – Amy and Klara
“Amy and Klara” are an experiment in probing the limits of 
the  mimetic  approach  in  robot  design  [Böhlen,  2006],  in 
particular with regards to the use of synthetic speech. The 
project premiered at ISEA2006 in San Jose.

The logical consequence of the desire to mimic humans in 
synthetic  systems is  to  mimic  human idiosyncracies.  The 
perfection of imperfection might become a useful heuristic, 
a  negative feedback component in the ongoing pursuit  of 
synthetic beings. A case in point is foul language. When hu­
mans learn a new language they usually acquire a odd mix 
of bare essentials and examples of foul language. This is in­
teresting  as  foul  language  circumvents  the  unknown new 
language and connects the speaker directly back to known 
territories. While culturally specific in the boundary condi­
tions that control its use, foul language links us more dir­
ectly to our bodies than other forms of speech.

Fig. 6 Amy and Klara

In order to experiment with foul language in synthetic sys­
tems,  the  MediaRobotics  Lab  has  built  a  set  of  robotic 
agents housed in cute pink boxes named Amy and Klara. 
Their ontologies are formed by and limited to reading and 
analyzing on-line trivia of life style magazines such as Salon 
dot com. There is no claim to universality or completeness 
in this borrowed simplistic epistemology. What is listed in 
this continuously updated collection of fashion, politics and 
celebrity trash is considered significant by the two robots. 

That which is mentioned repeatedly receives more computa­
tional weight than topics only listed once. Items that reach a 
critical  threshold  of  numerically  constructed  significance 
become material for discussion. Amy and Klara share their 
statically weighted text summaries with each other via Text 
to Speech and Automated Speech Recognition.  The results 
from the speech recognizer as well as the physical transmis­
sion  of  utterances  from  speaker  to  microphone  are  error 
prone;  miscommunication  is  unavoidable.  If  the  robots 
choose different topics and 'disagree' in their statistical eval­
uation, they begin to call each other names.
Both robots are equipped with video cameras and able to see 
each other. An adaptive histogram based hue detection al­
gorithm allows them to detect the other box's pink even un­
der varying lighting conditions. With a parametric disposi­
tion to be agitated by pink (and not knowing that they are 
themselves pink), they are primed for trouble when set next 
to each other. The fact that Klara has a thick German accent 
only  increases  the  potential  for  misunderstanding.  This 
game invariably ends in a rather ugly exchange of expletives 
that often leaves people watching the two robots wondering 
about machine intelligence2.
Amy and Klara  and  their  provocative  synthetic  hissy  fits 
warn us not to expect too much from intelligent machines. 
But they do not fall into the pessimists' dystopian dead-end. 
They counter the rhetoric of the gentle intelligent machine 
with a critique of normative uses of synthetic speech and 
linguistic imperfection. Some might find it inappropriate to 
have robots curse at each other. But if foul language is out 
of bounds for machines, then what about other taboos? Will 
we map all our taboos onto robots once they look, sound or 
smell like we do? Many linguistic taboos are derived from 
taboos in religion, sex and mental and physical ailments dir­
ectly related to the constraints of being human. Since ma­
chines lack our bodily functions, the corresponding taboos 
really need not hold. Also, we should expect some of our 
own taboos to be invalidated by machines. We should not 
be surprised if they invent new curse words particular to the 
experience of being machine and having speech. Languages 
human in origin will be altered and amended by their use in 
machines in similar ways as popular culture alters and adds 
over time, to the chagrin of purists, to the standardized Eng­
lish dictionary. There will be new figures of speech. Lan­
guages no longer in use by humans might be kept artificially 
alive in machines.

5 Conclusion

Because  of  the breadth of  its  technical  scope,  its  historic 
predecessors  and  its  emphasis  on  rich  social  interactions, 
AmI has a unique position amongst the engineering sciences 
to conceive and deploy robust intelligent systems that make 
life not just easier, but richer and foster new forms of parti­
cipation. Because of its proximity to AmI research and  its 

2 Details on this work, including the design strategy of generat­
ing the unscripted exchange of foul language is forthcoming in: 
“Robots with Bad Accents”.
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diversity in machine culture, media arts are now positioned 
to contribute to bona fide research in AmI and related fields.
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Abstract 
In my invited presentation, I will discuss how tech-
nical developments and trends are providing a fer-
tile substrate for creating and integrating machine 
learning and reasoning into multiple applications 
and services.  I will review several illustrative re-
search efforts on our team, and focus on chal-
lenges, opportunities, and directions with the 
streaming of machine intelligence into daily life. 

1 Reflections on Trends and Directions 
Over the last decade, technical and infrastructural develop-
ments have come together to create a nurturing environment 
for developing and fielding applications of machine learning 
and reasoning—and for harnessing automated intelligence 
to provide value to people in the course of their daily lives. 
These developments include (1) technical advancements in 
machine learning and reasoning, (2) the growth in CPU and 
memory capabilities within commonly available devices and 
platforms, (3) the connectivity, content, and services pro-
vided by the evolving Web, and (4) the increasing availabil-
ity of data resources, including corpora of behavioral data 
collected via inexpensive sensors, and through ongoing in-
teraction with software and services. 

1.1 Panoply of Applications and Services 
Opportunities for integrating applications of machine intel-
ligence into the daily lives of people are growing with the 
increasing popularity of computing systems, the widening 
diversity of web services, the growing popularity of portable 
devices that contain general-purpose operating systems, and 
ongoing innovations in human-computer interaction—
including the increasing prowess of speech recognition, 
handwriting, and sketch-understanding interfaces.   
 
Various examples of the integration of automated learning 
and reasoning into daily life have been appearing as implicit 
and explicit extensions to traditional systems and services, 
and in prototypes and systems that provide qualitatively new 
kinds of experiences.  I will review several projects and 
efforts undertaken by our team that highlight directions and 

approaches to introducing potentially valuable machine 
learning and reasoning into the daily lives of people. 
 
An example of an implicit integration of ambient learning 
and reasoning is work by our team to create a probabilistic 
action prediction and prefetching subsystem that is now 
embedded deep in the kernel of the latest version of Micro-
soft’s Windows operating system.  The predictive compo-
nent, operating within a component in the Vista operating 
system called Superfetch, learns, by watching sequences of 
application launches over time, to predict a computer user’s 
application launches. These predictions, coupled with a util-
ity model that captures preferences about the cost of wait-
ing, are used in an ongoing optimization to prefetch 
unlaunched applications into memory ahead of their manual 
launching. The implicit service seeks to minimize the aver-
age wait for applications to be ready to use after launching.   
 
Moving from the depths of operating system kernels to the 
infrastructure of a city, there is great opportunity for collect-
ing data and learning predictive models from constellations 
of sensors embedded throughout a large-scale region. The 
JamBayes traffic forecasting service [Horvitz et al., 2005] 
serves as an example of an explicit extension of ambient 
intelligence to familiar digital views of maps that display the 
flow of traffic in urban areas. The JamBayes client, operat-
ing on desktop systems and portable devices, accesses a 
service that employs machine learning and reasoning about 
the context-sensitive flow of traffic. The system overlays 
predictions about future traffic conditions on a digital traffic 
flow map.  The system combines multiple variables that 
consider key contextual signals as well as the dynamics of 
flow across a greater urban area to predict when free-
flowing traffic will likely become jammed and how long it 
will be until current jams melt away.  A companion system 
developed by our team named ClearFlow provides users 
with context-sensitive routing based on reasoning about the 
current and future flows on road segments within a regional 
traffic system. 
 
JamBayes also provides a qualitatively new functionality—
surprise detection and forecasting.  We have been pursuing 
research on surprise forecasting, aimed at developing and 
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fielding sensing and reasoning systems that have the ability 
to detect and to alert users when current or future events 
will likely surprise them.  Such reasoning promises to pro-
vide significant value to people in the course of daily life as 
it explicitly considers the differences in computational fore-
casts and the expectations of people with regards to impor-
tant outcomes.  JamBayes’ surprise modeling component 
considers a user’s context-sensitive expectations about cur-
rent and future traffic, and infers when situations that it is 
inferring would likely be interpreted as anomalous from the 
user’s perspective.  Users can configure the system to gen-
erate alerts when particular kinds of surprises occur, based 
on context.   In operation, the surprise analysis lets people 
know when current or projected flows on routes that they 
have expressed interest in would likely surprise them as 
jammed or as free, based on a model of context-sensitive 
user expectations.    
 
Let us now move to systems that learn and reason about a 
computer users activities and that can provide qualitatively 
new experiences for users.  In the Web Montage prototype 
[Anderson and Horvitz, 2002], data collected in the back-
ground about a user’s desktop activity is analyzed via ma-
chine learning, and predictive models are constructed that 
are used to generate personalized portals, pages that are 
composed by making automated clippings from multiple 
web sources.  The system builds models of the cost of navi-
gation and the value of content to triage information based 
on time of day and ongoing activities, and this content is 
arranged and laid out via an optimization of expected value.   
 
Another example of overlaying intelligence to provide new 
kinds of experiences is the MemoryLens effort [Horvitz et 
al., 2004], which has been exploring the use of machine 
learning and reasoning to model aspects of human memory.  
The LifeBrowser prototype developed within the Memory-
Lens effort employs inferences about the memorability of 
events and items to provide new kinds of  browsing and 
searching experiences such as variable density timelines.  It 
also uses the inferences to extend familiar search functional-
ity by integrating a backbone of memorable personal events 
and activities into search results to assist with browsing and 
searching of information.   
 
Other examples of new functionalities and services leverage 
components that reason about peoples’ focus of attention 
and interruptability [Fogarty et al. 2005; Horvitz et al., 
1999; Horvitz et al. 2003b; Iqbal and Bailey, 2006], as well 
as about people’s current and future presence and availabil-
ities [Horvitz et al., 2002].  We have explored the use of 
these components in systems that can reason about both the 
urgency of incoming communications and the status of a 
user’s workload and focus of attention.  Such systems have 
the ability to weigh the cost of deferring communications 
with the cost of interrupting the user.  Examples of proto-
types constructed in this realm include the Priorities system 
[Horvitz et al., 1999], the larger, cross-platform alerting 

system named Notification Platform [Horvitz et al. 2003], 
and several of our Bestcom efforts.   
 
The Notification Platform continues to build and triage in-
formation from multiple sources within a unified inbox, and 
reasons about the best devices and modalities to employ.  
The related Bestcom effort (for best-means communica-
tions) centers on assisting people to establish communica-
tions with one another.  Research in this realm highlights 
the potential for machine learning and reasoning to play a 
significant role with enhancing communications in our daily 
lives.   
 
Within Bestcom research, we have investigated the promise 
of systems that have the ability to understand communica-
tion preferences, the intent or goals of a communication, 
current and future availabilities, and context.  Prototypes 
explore how agents, working on behalf of a contactor and 
contactee, can negotiate about the best time and type of 
communication to undertake, and then execute connections.  
In the general Bestcom methodology, a contactor requests a 
communication with a contactee (the contactor “Bestcoms” 
the contactee), and an optimization is executed based on 
identity, context, goals, connectivity, and devices available 
now and in the future.  Actions may range from a real-time 
voice call to a rescheduling of a voice or videoconference 
for a later time.  Various prototypes have been created, in-
cluding systems that perform smart routing of calls based on 
context, executing on a portable device (e.g., the Baye-
sphone [Horvitz, et al., 2005], and systems employing a 
larger infrastructure, such as the Bestcom-ET system fielded 
internally at Microsoft [Horvitz et al., 2003c]. 
 
Machine learning and reasoning can provide value with the 
overall coordination of people in the course of daily life.  
The Coordinate system [Horvitz et al., 2002] was initially 
developed to support the Notification Platform and Bestcom 
efforts, but the work led to stand-alone presence and avail-
ability forecasting services that provide people with new 
kinds of awareness. Coordinate continues to collect data 
about the presence and activities of people at different loca-
tions and devices, and employs machine learning and rea-
soning to perform availability forecasting.  The system can 
pass its inferences to computational agents, or provide to 
people (who have been granted access privileges), such pre-
dictions as the time until a user will return to their office, 
read email, regain access to a networked computing system, 
or finish a conversation that is currently in progress.   

1.2 Rise of Intention and Preference Machines 
Moving from particular examples to trends, we are seeing 
the use of machine learning, inference, and decision making 
to drive the creation of preference machines and intention 
machines in multiple domains.  Preference machines include 
the set of systems referred to as recommender systems, em-
ploying collaborative filtering to predict the preferences of 
users about different sets of items, content, and experiences 
based on partial information about activities, demographics, 
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and preferences.  Such systems typically leverage predictive 
models constructed from the activities or assessments of a 
large set of users.  The world has come to know of such 
systems as recommendations in online commerce situations.   
 
Intention machines are services that employ models that 
predict peoples’ activities.  Such work includes predictive 
models used in the Microsoft operating system, and numer-
ous other projects.  Intention machines have come to touch 
the lives of many millions of people via web search.  The 
logs of queries and page accesses serve as a rich case library 
for building predictive models. Recent work on constructing 
predictive models from such log data is highlighted in 
[Downey et al., 2007]. 
 
Microsoft has been employing machine learning based on 
result click-through data to continue to enhance the func-
tions used to rank results associated with queries.  Other 
models are used to identify overall satisfaction with results. 
Learning and reasoning is also being used to optimize the 
presentation of advertisements.  Such research is undoubt-
edly going on at other companies providing Web search, 
and services associated with targeted advertising. 
 
Such machines will see even more exotic uses, including the 
use of intention and preference machines in geocentric ser-
vices.  As an example, our team has been building intention 
and preference machines with data that we collected over 
several years from volunteers who participated in the Mi-
crosoft Multi-User Location Survey (MSMLS).  We have 
been exploring the uses of the data in learning and reasoning 
systems, including the construction of a system that can 
predict and then harness drivers’ likely destinations given 
partial driving trajectories [Krumm and Horvitz, 2006].  
Beyond geocentric intention machines, we have been ex-
ploring the feasibility of building geocentric preference ma-
chines, that perform geocentric collaborative filtering: given 
sets of sensed destinations of multiple people and the sensed 
destinations of a particular driver, what places, never visited 
before by a driver, might that interested to that driver, and 
might that driver be informed (e.g., by hearing a paid adver-
tisement) when he or she is approaching such destinations. 
 
Intention machines and preference machines are becoming 
important and increasingly common assets in business.  
Competitive pressures will lead to an ongoing polishing of 
these models. 

2 Challenges and Opportunities 
For all of the promise and opportunity, integrating machine 
intelligence into daily life faces an array of interesting chal-
lenges and opportunities. I will pause to highlight several 
challenges.  

2.1 Learning and Supervision  
Designs for introducing intelligent reasoning into the world 
often depend critically on acquiring a case library of rich 
data that can be used to build predictive systems.  The con-

struction of case libraries may require the labeling of hidden 
states, such as the ground truth of intentions or preferences.  
In some situations, users may have to engage in explicit 
tagging activities or supervision.  In other situations, the 
target states of interest are tagged by definition at logging 
time. As an example, the core predictive models of Coordi-
nate employ in-stream supervision, where states and transi-
tions that capture user presence and availability are logged 
automatically. In many cases, it is possible to tag intentions 
and preferences with in-stream supervision, a term I use to 
refer to the tagging situations in an implicit manner, in the 
course of activity.   
 
As another example of in-stream supervision, consider the 
methods employed in the Lookout calendaring and schedul-
ing agent [Horvitz, 1999].  Lookout performs in-stream su-
pervision to build two models without cost to the user.   
Lookout computes the likelihood that someone reviewing 
email might like to perform a scheduling task based on the 
content of the email message being focused on.  The system 
collects and labels cases for building a model of a user’s 
intentions in the course of a user’s normal activity.  To col-
lect cases, Lookout runs in the background and notes when 
users examine an email message and then turn, within a time 
horizon to a calendar view or scheduling task.  Positive and 
negative examples of messages, and the details of message 
headers and bodies, are stored along with the observed ac-
tion in a case library.     
 
Lookout also uses in-stream supervision to learn about the 
ideal timing of actions.  The system watches behind the 
scenes and records the amount of time that people focus on 
email messages before moving onto calendaring tasks or 
onto other messages.  Lookout builds a case library of mes-
sages and dwell times collected through such in-stream su-
pervision and constructs a predictive model that provides 
real-time recommendations about how long the system 
should wait before engaging the user, given properties of the 
message (such as the message length) at the user’s focus of 
attention. Such a predictive model, learned without human 
intervention, provides Lookout with an awareness of atten-
tional patterns of users.  The subsystem gives Lookout an 
ability to courteously withhold potentially distracting en-
gagements while a user reviews a message.   
 
A similar approach to supervision is used in the Priorities 
system for prioritizing email by urgency.  Priorities learns to 
infer the expected cost of delayed review for each incoming 
email message.  Classifiers can be constructed based on 
explicit supervised learning as well as on in-stream supervi-
sion, considering a user’s activities.   For example, mes-
sages that are deleted without being read are assigned a 
lower urgency than messages read soon after they arrive.   
 
In-stream supervision methods do not have to be fully 
automatic and operate as complete sleuths.  Priorities re-
search also explored a middle ground of allowing users to 
become more involved with in-stream supervision.  In ver-
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sions of Priorities users could inspect and modify in-stream 
supervision policies.   Such awareness and potential modifi-
cation allows the in-stream supervision to become a 
grounded collaboration between the machine and user.  The 
system also allows users to inspect the case libraries before 
invoking the modification or regeneration of predictive 
models.  By collaborating in such a mixed-initiative manner 
about the process and accuracy of the tagging process, in-
stream supervision can be made more accurate.   
 
A number of systems have employed more costly probes for 
hidden states.  For example, the BusyBody system learns 
and then uses personalized models that predict the cost of 
interruption of a computer user based on the user’s activity 
and context [Horvitz et al., 2004b].  During a training phase, 
BusyBody makes intermittent requests for the current cost 
of interruption.  We have investigated the prospect of mini-
mizing user tagging effort by automatically tagging a user’s 
cost of interruption via a proxy such as the delays in re-
sponding to notifications.  Developing a grounded collabo-
ration on tagging by coming up with shared tagging rules is 
appears to be promising for this application.   
 
Beyond in-stream supervision, unsupervised and semi-
supervised learning show promise for reducing the cost of 
training systems.  In another approach, we have been ex-
ploring the harnesssing of active learning in guiding the 
allocation of supervision efforts, including an approach we 
refer to as selective supervision—the application of deci-
sion-theoretic methods to triaging cases for explicit tagging 
[Kapoor et al., 2007].  This research includes efforts to rea-
son in an ongoing manner about the acute costs of probing 
users versus the long-term benefits of enhanced perform-
ance of a system in an environment over time, with models 
systems that perform lifelong learning models. 
 
On a related challenge, users may wish to use a system right 
away, before training the system.  In one approach, pre-
trained generic models can be made available and users can 
select and use the most appropriate model immediately.  
Such generic models would typically not be able to provide 
the accuracy of a personalized model.  However, they can 
provide some value immediately.  The case libraries of such 
models can be extended or washed out over time with new 
user-specific data.  In other cases, a model mixture approach 
can be used, where the output of the initial model is 
weighted together with the output of a personal model that 
is growing with addition of new labeled cases over time.   
 
The Microsoft Outlook Mobile Manager [Microsoft Corpo-
ration, 2000], a product derived from the Priorities effort,   
provides users with pre-built predictive model for email 
urgency. In the training process, user-specific features were 
removed, so the system operates, for example, on features 
expected to have overall universality, such as structural as-
pects of email, including length of messages and the number 
of people on the recipients list.  As a user provides cases to 
the system, a personal model is constructed and is continu-

ally revised with the addition of new cases.  As the quantity 
of cases grows in the personal the model, the model output 
is weighted more heavily with the output of the pre-built 
model, until the initial predictive model is completely 
washed out. 
 
Challenging areas of research include developing a better 
understanding of the best approaches to constructing generic 
models that can provide valuable, usable initial experiences 
with intelligent applications and services, but that allow for 
efficient adaptation downstream with a user’s explicit train-
ing efforts or in-stream supervision.  Research may lead to 
deeper insights about setting up systems for “ideal adapta-
bility” given expectations about the nature of different kinds 
of environments, and adaptations, given the targeted users 
and uses. 

2.2 Criticality of Mixed-Initiative Capabilities 
Intelligent systems with the ability to support a mix of ma-
chine and human initiatives to address problems at hand are 
especially critical for applications of ambient intelligence—
where solutions, support, recommendations, and warnings 
might be offered in stream with ongoing activities [Horvitz 
2007].  There is a great opportunity for developing systems 
that understand how to work in a collaborative manner with 
users, where the system has skills in recognizing opportuni-
ties for problem solving and in understanding which aspects 
of problems the machine versus the person might best solve.  
Mixed-initiative interaction would also benefit by providing 
systems with ability to infer subtleties of cognitive state of 
people so as guide the “if and when” interventions. A set of 
principles of mixed-interactive interaction and the value of 
harnessing decision-theoretic principles for guiding action 
under uncertainty for guiding mixed-initiative interaction 
are presented in [Horvitz, 1999].  Work is progressing on 
mixed-initiative user interaction on multiple fronts, includ-
ing explorations into efficient interfaces and interactions for 
correcting recognition errors [Shilman et al., 2006]. 

2.3 Mental Models, Transparency, and Control 
In bringing systems and services based on machine learning 
and reasoning into the world, we face a challenge of making 
the behavior of machine learning and reasoning systems 
understandable to people. Understanding and addressing 
concerns with the transparency, trust, and controllability of 
intelligent systems by lay people is a multidimensional and 
challenging research area.  Concerns about how a system 
functions and how its functioning can be modified will 
likely increase as systems move into roles where they inter-
act with users on daily activities that people care deeply 
about, and as the responsibilities of systems shift from gen-
tle recommendations to higher-stakes actions 
 
There has been little work to date on laypersons’ percep-
tions and overall mental models about the operation of 
learning and reasoning systems, and about the influence that 
different mental models about automated reasoning may 
have on usage, acceptance, and effective configuration and 
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control of systems by users.  There is an opportunity to bet-
ter understand the mental models and to construct explana-
tions to make the workings and conclusions of a system 
more transparent and understandable.  
 
People may wish to understand the basis for automated ac-
tions, both to be aware of the operation of systems, and to 
build confidence in the actions and policies executed in dif-
ferent settings.  Such understanding can allow people to 
interpret why, in retrospect, different actions were taken.  
Knowledge about the operation and control of an intelligent 
system would allow users to understand if, when, and how 
behavior might be changed to better suit a user’s wishes or 
expectations.  
 
It may be useful for systems to employ explicit explanation 
subsystems [Suermondt, 1992] or even to modify reasoning 
with alternate approximations so as to enhance the transpar-
ency or understandability of the deliberation of reasoning 
systems [Horvitz et al., 1989]. 

2.4 Privacy, Data, and Machine Intelligence 
With the advent of increasingly ubiquitous sensing and rea-
soning, and the rise of preference and intention machines in 
multiple arenas, people will seek to understand and to con-
trol how personal data is being used.   Overall, developing 
approaches to addressing potential concerns about the pri-
vacy of data harnessed for learning and reasoning will be 
useful in the creation and adoption of applications of ma-
chine intelligence.  We are studying research on enhancing 
privacy in several ways. 
 
Protected sensing and personalization.   In many applica-
tions, it is feasible to perform machine learning and reason-
ing within a protected shroud of privacy, where the sensed 
data about activities and content of people is kept in the 
local control of their owners, e.g., on stores within users’ 
personal machines.  For example, a geocentric intention 
machine with the ability to predict someone’s destination 
while they are driving can be learned from personal GPS 
data that has been collected, stored, and processed locally.  
As another example, local analysis of potentially sensitive 
data within a system designed to protect sensing and per-
sonalization can be used to enhance web search;  in work on 
the PS prototype, a comprehensive index of a users email, 
documents, and web search activity is constructed locally.  
A large list of web results is requested from a Web search 
engine, and this list of, e.g., several hundred results, is re-
ranked with local models that consider relationships be-
tween the content of the web pages and information in a 
user’s personal store [Teevan et al., 2005]. 
 
Protected sensing and personalization could be employed in 
conjunction with predictive models constructed from volun-
teers and with third-party content.  For example, a predictive 
model about destinations can constructed from data built 
from multiple volunteers, and then incorporated and used 
locally within a user’s shroud of privacy.  A large cache of 

advertising content might be intermittently downloaded 
within a user’s system, but matched privately within a user’s 
local privacy shroud to do local targeted advertising based 
on location, web pages being viewed, and other content and 
activities.  
 
Learning and harnessing preferences about privacy.  
The legal and organizational language used to define poli-
cies on the usages and access of personal data are often lim-
ited to particular conceptions of privacy for purposes of 
clarity, expediency, and universal application.  However, 
“privacy” is not a simple, nor universal concept.  A recent 
study of the sensitivities that people might have with shar-
ing different types of information with people in different 
groups revealed that there are significant variations in pref-
erences among people [Olson et al., 2005].  These results 
highlight the potential value of performing additional inves-
tigation of preferences about allowable uses of personal data 
in reasoning systems—and the application of learned in-
sights to the design of expressive representations, interfaces, 
and controls that can allow people to custom tailor policies 
for the sharing of data with people and applications. 
 
As a community, we need to better understand the varying 
preferences of people with regard to the use of their per-
sonal data in learning and reasoning systems.  Such under-
standing includes the study of potentially time-varying sen-
sitivities about the use of data and the trades that people 
may be willing to make in cases where valuable services are 
enabled when data is shared with organizations and people.   
Machine learning itself can be useful in probing preferences 
about privacy.   
 
Partial revelation.  Personal data can be transformed via 
such processes as anonymization, summarization, abstrac-
tion, and obscuration (via such techniques as the controlled 
introduction of errors) in pursuit of making the sharing of 
the date more acceptable with people, organizations—or a 
specific reasoning system hosted by a particular organiza-
tion.  There is an opportunity to study peoples’ preferences 
about sharing data that has undergone different transforma-
tions with different kinds reasoning systems.  Such prefer-
ences can be coupled with analyses that provide insights 
about losses in the fidelity of reasoning with different trans-
formations so as to provide guidance about the most appro-
priate matching of transformations to end uses.   
 
Restricted rights. There is opportunity to develop methods 
that annotate user data with privacy metadata that restricts 
the usage of the data to specified uses.  Developing schemas 
and infrastructure to support data rights management for 
restricting the use of personal data would likely be a signifi-
cant undertaking, including the development and wide-
spread adoption of standards.   Such a privacy infrastructure, 
perhaps developed as part of more comprehensive efforts to 
introduce standards for representing higher-level semantics 
on the Web, could be enabling for developing intelligent 
applications that employ sensitive data in a trusted manner.  
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3 Summary 
I discussed trends that are leading to a nurturing environ-
ment for creating valuable applications of machine intelli-
gence.  I presented several examples of implicit and explicit 
applications of automated intelligence, including applica-
tions that are enabling new services and experiences.  Then, 
I reviewed several challenges, touching on topics in the 
realms of learning, mixed-initiative interaction, undertand-
ability and control, and the privacy of data resources used in 
machine learning and reasoning.   I hope that my reflections 
are helpful to the community of researchers pursuing the 
tantalizing vision of enhancing the lives of people via the 
fielding of applications of machine intelligence. 
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Abstract

The basic goal of context-aware systems is to make
software aware of the environment and to adapt
to their changing context. Building context-aware
software is a complex task due to a lack of ap-
propriate formal model in dynamic environments.
While significative formalizations have been pro-
posed, context models are often expressed either
through logical formalisms or with ontology-based
approaches. In this paper, we propose a model
which combines the strengths of both approaches
while trying not to carry their specific weaknesses
into the resulting formal framework. The formal
model relies both on a knowledge representation
with ontologies and on a logical reasoning with De-
pendent Record Types (DRT) based on intuition-
istic type theory and the Curry-Howard isomor-
phism. This logic modelling can be applied to any
kind of process-based applications.

1 Introduction
Much research has been done in the area of context mod-
elling, representation and reasoning in the past few years.
It concerns a number of research communities ranging from
human-computer interaction to pervasive computing. Unfor-
tunately, there is no consensus about context definition, repre-
sentation or modelling. Therefore, an epistemologically ad-
equate and sound model is required which includes mecha-
nisms for context integration and usage. There is a number of
context definitions in the literature and it is obvious that they
are greatly influenced by the target application framework.
From an ontological perspective, the concept of context be-
longs to the class of ”moment universal”[Costaet al., 2006],
which means that the context existentially depends on other
concepts to exist. Since contexts are subsumed by the concept
of property, we should speak ofcontext-ofrather than simply
context. In this paper, we focus on the context of physical
processes. It is an important subclass of the real-world ap-
plications in which any physical process can be modelled by
incorporating contextual information. This subclass includes
processes such as engineering and control applications, Web
engineering, clinical tasks[Peleget al., 2003] or business pro-
cesses[Balabko and Wegmann, 2003].

There are a number of issues that need to be addressed
in context aware computing, including how context informa-
tion is modelled and how we can reason about context infor-
mation. To cope with these issues, most prominent context
models developed in pervasive computing and artificial intel-
ligence, are either logic-based[McCarthy, 1993; Giunchiglia,
1992] or ontology-based[Stranget al., 2003]. After consid-
ering recent comparative studies1 of significant techniques
in context modelling[Strang and Linnhoff-Popien, 2004;
Müggeet al., 2006], it appears that, first the ontology-based
approaches are the most appropriate and second that logic-
based and ontology-based approaches are rather complemen-
tary2. In the rest of the paper, we suggest a context theory
which integrates both a context logic based on Intuitionistic
Type Theory, and a domain ontology to enable the systematic
development of context-sensitive applications.

2 Context in AI
2.1 The need for a Context Model
The issue of context has been emerged in various areas of AI,
including knowledge representation, natural language pro-
cessing, and intelligent information retrieval. In context-
aware systems, a well-known definition is expressed as fol-
lows ”a system is context-aware if it uses context to provide
relevant information and/or services to the user, where rele-
vancy depends on the user’s task”[Dey and Abowd, 2000].
But such a definition requires first to categorize explicitlythe
concept of context. The strong link between contexts and sit-
uations is highlighted in[Giunchiglia, 1992] where three dif-
ferent possibilities are detailed (a fourth one is the combina-
tion of the three basic ones). In the first one, a given situation
is related to multiple contexts, each being a different approxi-
mate of the situation. We argue that these contexts are differ-
ent because they correspond to different goals that we have
in mind, speaking for acontext-ofdefinition. In his one-to-
one correspondence between situation and context, the author
gives an example involving a time evolution of a physical pro-
cess. Considering first that a physical process has a global
goal and second, that this goal can be divided into sub-goals,
each of them being achieved successively, it results that, at a
given time a singlecontext-ofis available (i.e., thecontext-of

1based on general requirements
2especially on distributed composition and partial validation
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the related sub-goal). The third possibility, in which a single
context corresponds to many situations, argues for a hierar-
chical property of contexts. If we can merge all contexts cor-
responding to a situation, provided that the situation is itself
divided into sub-parts each of them related to a context, then
we can conclude that context must offer hierarchical proper-
ties, which gives some evidence for an ontological definition.

2.2 Related Works
Ontology-based approaches are a promising framework
to specify concepts and their interrelations[Uschold and
Grüninger, 1996; Guarino, 1998]. They are particularly suit-
able to project parts of the information describing and be-
ing used in our daily life onto a data structure utilizable by
computers. The development of context models based on on-
tologies take advantage of their knowledge sharing, logic in-
ferencing and knowledge reuse capabilities. In[Wanget al.,
2004], the authors have created an upper ontology which cap-
tures general features of basic contextual entities and a collec-
tion of domain specific ontologies with their features in each
subdomain. The CoBrA system[Chenet al., 2003] provides
a set of ontological concepts to characterize entities suchas
persons, places or several other kinds of objects within their
contexts. It implements a broker-centric agent architecture to
provide runtime support for context-aware systems. A recent
survey of the most significant context modelling approaches
[Strang and Linnhoff-Popien, 2004] argued that ontology-
based approaches seem one of the most promising assets for
context modelling.

In logic-based models, contextual information is intro-
duced, updated and deleted in terms of facts or inferred
from a set of rules. In the early ninety, the most signifi-
cant general foundations for reasoning about contexts have
explored logics rooted in the Situation Calculus. In[Mc-
Carthy, 1993], contexts are first class objects and the for-
mula ist(c, p) asserts that the formulap is true in the con-
text c. Lifting rules are able to relate the truth in one con-
text to the truth in another one. In addition, operations
such as entering and leaving contexts were introduced. This
work was the starting point for a formalization in proposi-
tional logic [Buvacet al., 1995] extended to first-order lan-
guages[Buvac, 1996]. In [Ghidini and Giunchiglia, 2001;
Giunchiglia, 1992], the formalization relies on two assump-
tions, namely the locality principle where reasoning happens
inside a context and the principle of compatibility where rela-
tionships can occur between reasoning processes in different
contexts. The approach known as Multi-context Systems con-
siders a context as a subset of the complete state of an individ-
ual. Contexts are seen as partial theories which can interact
with each other through bridge rules allowing to infer a con-
clusion in one context from a premise in another one. More
recently, an approach of contexts exploring type-theoretic
ideas has been proposed in[Thomason, 1998][Thomason,
1999]. Three primitive syntactic constructions are derived
from type theory, namely identity, functional applicationand
lambda abstraction. Built on a previous work on intensional
logic [Montague, 1970], propositions are defined as sets of
possible worlds and a context is identified with a set of propo-
sitions. In Human Computer Interactions, context is seen as

a feature of interaction (a property of information, or of ob-
jects) and the proposed a model includes context and activity
which are mutually constituent[Dourish, 2004].

3 The Context Theory
3.1 The Context Logic
While the approaches described in section 2.2 cover a wide
spectrum of AI modelling, they show some difficulty to man-
age the intensional aspect (some of them present modality
as a solution). One important aspect already underlined in
[Giunchiglia, 1992], is the locality principle. This princi-
ple which states that different portions of knowledge are de-
fined, is taken as a basis in the present work. Then, observing
that physical objects are a central element of process activity
and building on recent works[Boldini, 2000; Ranta, 2004;
Villadsen, 2004], we propose a context model based on Intu-
itionistic Type Theory (ITT) for engineering applications. We
consider thecontext-of the application, that is, thecontext-
of the global goal (since the application is characterized by
an objective). The analysis of contextual reasoning requires
sound and expressive formalisms. Widely used in Natural
Language processing[Boldini, 2000; Ranta, 2004; Cooper,
2005] and in Programming Languages[Bove and Capretta,
2001; Paulson, 1989; Coquand and Coquand, 1999], ITT
[Martin-Lof, 1982] has been proven to be appropriate to sup-
port the linguistic nature of physical situations. We extend
these works with the description of contexts. However, con-
texts are not situations but they are related to them and since
contexts describe knowledge extracted from situations, they
have a natural expressivity with types. Moreover, ITT pro-
vides an intensional type theory for representing most of the
features characterizing contexts in an AI perspective. In the
framework of physical processes, we introduce the Physical
Context (PC) described by a record in which the fields de-
tail the physical items (i.e., objects and their properties) of
that context. Record types and record tokens (i.e., instances
of types) are also introduced to separate the specification of
potential contexts (through types) with their implementation
(through tokens). A further attraction is that this subdivision
also supports ontological engineering for the specification of
applications during the design step.

The theory of types has been extended with Dependent
Record Types (DRT)[Betarte, 2000; Kopylov, 2003] which
formalizes a proof of a basic property of groups. Their ability
to provide a simple structure that can be reused to specify dif-
ferent kinds of structured semantic objects is very attractive.
Definition 1 A dependent record type is a sequence of fields
in which labelsli correspond to certain typesTi, that is, each
successive field can depend on the values of the preceding
fields:

< l1 : T1, l2 : T2(l1) . . . , ln : Tn(l1 . . . ln−1) > (1)

where the typeTi may depend on the preceding labels
l1, ..., li−1.
A similar definition holds for record tokens where a sequence
of values is such that a valuevi can depend on the values of
the preceding fieldsl1, ..., li−1:

< l1 = v1, ..., ln = vn > (2)

16



The empty sequence<> is a record type and the typeTi is a
family of types over the record typel1 : T1, ..., li−1 : Ti−1.
Assuming thatΓ is a valid context3, the record type formation
rules are, provided thatl is not already declared inR :

Γ ⊢<>: record − type

R : record − type

Γ ⊢ R ⊑<>

Γ ⊢ R : record − type Γ ⊢ T : record − type → type

Γ ⊢< R, l : T >: record − type

(3)

We also assume that the general rules of construction forSet
and Prop types are valid and that primitive syntactic con-
structions (i.e., equality, functional application and lambda
abstraction) hold (for more details see[Martin-Lof, 1982]).
An important aspect of DRT is that sub-typing is allowed,
for example a DRT with additional fields not mentioned
in the type is still of that type. We can use the notion of
record-type to offer the most rudimentary notion of PC,
namely that it is a record which carries information about the
semantic of any physical variable. In such a way, PC-types
can range from the context of a single variable involved in a
physical equation to the context of a real life situation. While
types describe potential properties of the real world, tokens
are dedicated to the run-time process. From basic ground
types, e.g.,Location, Phys quantity (physical quantity),
..., complex PC-types can be composed with more than one
variable. Propositions are treated as individuals that can
be arguments of predicates. Let us consider the pressure
measurement via a pressure sensor (e.g., a Pitot tube) in a
small volume referred asV ol1 of a water channel. Ground
types generate the respective PC-types and tokens:

x : Location
q1 : Liquid(x)
y : Phys quantity
q2 : has PhysicalQuantity(x, y)
...
* PC-type *

x = V ol1
q1 = p1

y = Pressure
q2 = p2

...
* PC-token *

in whichp1 andp2 are the respective proofs ofLiquid(V ol1)
and has PhysicalQuantity(V ol1, P ressure). Since the
Curry-Howard isomorphism identifies proofs with programs,
it can be used to prove a specification, that is to say, to select
which definitions are needed for the specification to work
properly.

x : V ehicle
y : RegistrationNumber
l1 : GPSLongitude
l2 : GPSLatitude
te : evT ime
tm : maxTime
q1 : has identification(x, y)
q2 : has Location(x, l1, l2)
t : evT ime < maxTime

x = truck
y = 2678KX69
l1 = 12.0987
l2 = 67.2365
te = 2/11/06.11 : 33
tm = 2/11/06.12 : 00
q1 = p1

q2 = p2

t = 2/11/06.11 : 33 <
2/11/06.12 : 00

3A valid context in type theory is a sequencex1 : T1, . . . xn : Tn

such that there is a judgment having it as left side of a sequent.

In this second example, the context token states that the
registration number of all vehicles present at this place
before2/11/06.12 : 00 will be registered. The extension of
a physical context type needs to define some basic rules of
construction. The first rule asserts that a concatenation of
PC types is again a PC type. The second rule states that any
PC-type is a sub-type of the empty sequence (since a PC type
with no labels doesn’t impose any constraints on its objects).
The two remaining rules specify that any concatenation of
PC types is a subtype of each one of its component PC type
since the former contains more specific information.

Γ ⊢ c1 : PC − type Γ ⊢ c2 : PC − type

Γ ⊢ c1 ⊕ c2 : PC − type

Γ ⊢ c : PC − type

Γ ⊢ c ⊑<>
Γ ⊢ c1 ⊕ c2 : PC − type

Γ ⊢ c1 ⊕ c2 ⊑ c1

Γ ⊢ c1 ⊕ c2 : PC − type

Γ ⊢ c1 ⊕ c2 ⊑ c2

The extension of a physical context typec to a context type
c′ corresponds to the process of getting more information.
These rules are extensible to any number of context types.
Since in type theory, the analogue of a proposition is the
judgement we can conclude that the judgement inc is lifted
to the judgement in contextc′.

3.2 Discussion
The logical framework must provide an adequate coverage
through the following dimensions:

• partial logic. The logic must be partial to account for
expressions which simply lack a value in some contexts.
The partiality is obviously an inherent property of DRT
since truth values are attached to the presence (or ab-
sence) of an element of a set.

• dynamic aspect. The dynamic aspect is revealed at
run-time through the context tokens stating what is true
within a context at this time.

• non-monotonicity. Roughly speaking, monotonicity in-
dicates that learning a new information cannot reduce
the set of known information. During context extension,
if the assumptions that hold in the added PC contradict
judgments of the initial PC, non-monotonicity occurs.
As a consequence, a lifted judgment formally derives
the absurd type (⊥). We face a belief revision process
since beliefs have to be changed to accommodate the
new belief otherwise inconsistency can occur. An effi-
cient way to cope with non-monotonic situations as sug-
gested in[Boldini, 2000], consists either in declaring the
extended PC as impossible, in other words to discard the
extension, or alternatively, to revise the belief leading to
a contradiction in the initial context. Anyway, one PC
has to be declared as impossible context.

3.3 The Context Ontology
Context modelling abstractions are required to support com-
mon understanding and to facilitate communications between
agents in distributed environments. A recent approach[Costa
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et al., 2006] has proposed to characterize the concept of con-
text within an ontological framework. The authors introduce
some concepts such as the ”containment context” which as-
sociates multiple entities within a context, the quality require-
ment in which entities are bearers of qualities (intrinsic mo-
ment), the formal relations between individuals and material
relations in which entities share a common property.

Figure 1: The Core Ontology

Despite its interesting definitions of entities and contexts,
this conceptual model of context is not sufficient to cover
all aspects of context reasoning since the underlying logic
is not explicit. Moreover, thecontextconcept described as
a moment universaldoesn’t formalize the notion ofconcept-
of. The main idea is to substitute thecontextconcept with
the more atomic concept ofproperty. As a result we ob-
tain the Core Ontology described in figure 1. The kind of
possessive, allows to semantically relate the entity noun to
a property noun in a specific ”has<property>” relation.
Through the fundamental categories ofEntity andProperty,
all the basic components of the physical world are defined.
Above these assumptions, the containment context is noth-
ing else than a context extension (sub-context-of) shiftedin
the logic, the intrinsic properties and the material relations
by ”has<property>” while formal relations are directly ex-
pressed by propositions in the logic. Classical subsumption
relations and material relations between entities and their
properties explicitly conceptualize in a simple way a given
application. The resulting upper level ontology does’nt for-
malize the context, but rather its elementary components, i.e.,
the properties. However, the ontological part is not sufficient
by itself and must be extended with an appropriate logic. In
such a way, a Context Theory can be formulated with a dual
model (see Fig. 2). The first component (Conceptual part)
built in the design step defines the ontology of the applica-
tion and follows the construction rules of the upper level on-
tology. The second component (logical part) addresses the
logical aspect relating the concepts defined in the previous
layer through the generation of PC types including entities
and propositions. It is only in this part (also built during the

design step) that the context appears in a dynamic way.

Figure 2: The Context Theory

From an extended perspective, the Context Theory presents
capabilities either for more applied processes or for a more
conceptual approach. A practical extension of the model ap-
pears through to the Information Flow (IF) paradigm of[Bar-
wise and Seligman, 1997] which relates to the works cited by
the end of 2.1. The conceptual part together with an execu-
tive module correspond to the classification of the IF model
while the logical layer is nothing else than the Logic of the
IF model. The IF model serves as a basis for distributed rea-
soning and has already been applied to ontology alignment.
As a consequence, it extends easily the implementation of the
present model in distributed environment under a categori-
cal framework. Furthermore, a more higher level relates to
the Standard Upper Ontology (SUO) with the lattice of The-
ories (LOT)[Kent, 2004]. It advocates that the present work
also offers some facilities for an integration within this highly
conceptual model.

3.4 The GLM Problem
The example, originally proposed by McCarthy, concerns an
air travelling domain in which a traveller (named John) must
plan a Glasgow-Moscow flight. He knows that there are two
successive flights, one from Glasgow to London and another
from London to Moscow. The objective is to formalize the
reasoning process in which the traveller may be in Moskow
after two flights unless he loses the ticket in London. The
context model must cover the lost of a ticket in London.
The first step is to define the goal to achieve, that is the
propositiong1 = move to(John,Moskow). This goal can
be divided in two subgoals, i.e.move to(John,London)
and move to(John,Moskow). In this simple example,
these two goal (tokens) stem from a single goal type, i.e.,
move to(e1, e4) in which e1 is of type Person and e4 of
type DestinationTown. Therefore, a context typec1 can
be easily constructed from the domain ontology. Entities
which range frome1 to e4 can be either intangible entities
(e.g., e3 and e4) or spatial entities (e.g.e1 and e2). With
e1 = John, e2 = t0015, e3 = BA515 ande4 = Moskow,
an assignment likep3 = w corresponds to the typing
judgementw : has Destination(BA515,Moskow). As
discussed elsewhere[Turner and Stevenson, 1991], achieve-
ment of goals within a process is context-dependent. As a
consequence, the notion ofcontext-of is formalized with
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a relation between the context and the goal type4. It is
the present situation which makes true (or not) the relevant
context of a given goal.

Typ(c)

e1 : Person
e2 : Ticket
p1 : own(e1, e2)
e3 : Flight
p2 : has F light(e2, e3)
e4 : DestinationTown
p3 : has Destination(e3, e4)
... : ...

The context propositions derived from the ontology can
describe intrinsic properties as well as relational properties
which relate two (or more) entities through their property.If
the context is valid, after the two flights the traveller willbe at
Moskow but if he loses its ticket at London, the plan will fail
sincep1 is false and then, the contextc1 is no longer valid.
The difficulty with this problem is that the number of possi-
ble obstacles to the plan such as the loss of ticket, crew on
strike, ... can be huge for high-level goals and it is not pos-
sible to take all of them into account. But if we consider
elementary goals, it becomes possible to attach the possible
obstacle(s) with them. The consequence is that a mechanism
of goal composition with their related contexts must be inves-
tigated.

Figure 3 shows the conceptual model for an agent which
implements the GLM example. The Common Lisp con-
straint packages SCREAMER and SCREAMER+ provide
the support for combining constraints with typical Lisp data
structures (the relation with the ResearchCyc ontology is not
shown here).

4 Conclusion

We have explored the context theory as a framework for rep-
resenting contextual information and inter-contextual infor-
mation flow. Structuring facilities are conceptually grounded
within the core ontology according to conceptual theories of
philosophy and cognitive sciences. Checking the existence
of entities with their properties (i.e. propositions) at run-time
would make this approach suitable for context-aware appli-
cations. This paper has given some account of key features
of DRT such as dependent types, propositions as types and
types as objects. Instead of defining ontological relations
between entities and contexts, the DRT introduces only two
sorts (i.e., entities and prop) and expresses all other relations
through context extension. The major interest in the DRT
comes from their ability to express context dependencies in
a dynamic way through context extension and their scala-
bility through recursion. A prototype is currently under de-
velopment withresearchCYCto build context types (design
step) and aLisp like engine allowing dynamic typing at run-
time. We will also explore the distributed extension of this

4Notice that more than a single goal can be related within the
context type.

Figure 3: Context extraction from current situation in the
GLM problem

approach through IF-based formalisms. The dynamic inte-
gration relies on channel theory (IF-based) in which context
theories can be logically integrated in a sound way.
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Abstract 
Decreasing costs and sizes of sensors, and advances in 
artificial intelligence motivate novel use of 
technologies in providing a better quality of health care 
to the patients. The notion of “context” is increasingly 
becoming critical in capturing diverse situations for 
providing patient-specific proactive health care. 
However, the inherent uncertainty in the sensed context 
makes the domain challenging.  Bayesian networks are 
a popular framework for dealing with uncertain 
information. Representations and inferences to exploit 
contextual dependencies and context uncertainty are 
needed to effectively support analytical tasks in diverse 
situations for a particular proactive service. In this 
paper, we show that context-aware probabilistic 
reasoning can facilitate the successful integration of 
these situation scenarios together into one single 
framework for efficient reasoning. Furthermore, our 
representation of such contextual dependencies allows 
compactness, context-specific personalization of 
models and determination of contextually irrelevant 
information for possibly achieving performance 
improvement under resource constraints. 

I. Introduction 
With rising health care crisis such as the shortage of 
caretaking professionals and the increasing episodes of the 
chronic diseases and cognitive disabilities, it is becoming a 
challenge to provide personalized care at hospitals. 
Decreasing costs and sizes of sensors, equipments and 
advances in artificial intelligence motivate novel use of 
technologies in enhancing quality of health care and 
facilitating personalized care outside the hospital domain. 
The vision of proactive healthcare [Intille, 2004] is to 
provide more healthcares outside the traditional clinical 
settings in the patient’s home and in a proactive manner 
rather than reactive manner. Applications may include 
monitoring patient’s daily activities, drug intake, early 
detection of chronic disease and reacting to emergencies.  
 
Bayesian networks (BNs) are a popular framework for 
reasoning with the uncertain sensor information [Korpopaa 
et al., 2003; Philipose et al., 2004]. BNs can be applied to 
infer a patient state at home given the sensor readings and 

patient information. However, to provide quality healthcares 
at home, several patient situations may need to be inferred. 
We may need several small BNs for inferring each patient 
condition. For example, we may have one BN to estimate 
the number of persons in the house, one to predict the 
patient’s current activity, one to sense the symptoms the 
patient is currently having and yet another BN to forecast 
the outcomes of a disease.  
 
Context-aware reasoning may be particularly useful for 
supporting analytical tasks in diverse situation for a 
proactive service. For example, a proactive service for an 
elderly patient may require adapting to a particular situation 
and inferring different patient health conditions depending 
upon patient’s situation, say a person being alone, with a 
caretaker, or with many people around. The sensed situation, 
such as "the person alone", may involve inherent uncertainty. 
Therefore, to capture the uncertain information in different 
situations, we can either use multiple BNs, one each for a 
particular situation or construct a large BN from all these 
possible situations. However, reasoning with multiple BNs 
may be too computationally expensive under resource 
constraints and reasoning with one large BN may be 
inefficient and inflexible. Context-awareness may facilitate 
compact representation of these situations in one single 
framework while providing appropriate model adaptation 
depending upon the context of the situation. The context is 
used to characterize the reasoning dependencies that exist in 
the model in different situations. Such context-sensitive 
knowledge leads to contextual dependencies that exist only 
for a specific value of a context variable. The probabilistic 
independence that results gives rise to finer-grain 
factorization of the joint probability distributions and has 
been termed as Context-specific independence (CSI) 
[Boutilier et al., 1996]. 
 
In this paper, we present a potential application of context-
aware reasoning for proactive healthcares and explore the 
advantages of context-sensitive network (CSN) framework 
[Joshi and Leong., 2006] to reason with such context-
sensitive knowledge under situational uncertainty. We use 
the context as a probabilistic tag to represent context-aware 
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situations. We show the representational advantage of the 
CSN framework in compaction and model adaptation, the 
flexibility in personalizing the model in a specific context 
and the easiness in determining the contextually irrelevant 
information. We demonstrate the potential usefulness of the 
framework for context-aware reasoning by examining the 
impact of context-sensitive information on a real-life heart 
disease dataset.  

II. Preliminaries 
Bayesian Network: A BN is an acyclic directed graph 
capturing the factorized structure resulting from conditional 
independence among the variables. Each variable X in a BN 
is associated with a set of conditional probability 
distributions (CPDs), encoded in a conditional probability 
table (CPT) of the form P(X|Pa(X), where Pa(X) represents 
the set of parent variables (factors) on which the target or 
consequent variable X is depended on.  
 
Context: Context C, in our work, means a state or an 
assignment of one value to each variable in set C and 
characterizes the dependencies that exist in the model 
[Boutilier et al., 1996]. Context can be any information used 
as a probabilistic tag to index the models, for example, 
patient profile, activity, environment, or symptoms. In 
Figure 1a, Age is one such context variable. If Age >60, 
CAD is independent of Gender. The context variable must 
be a parent variable to model the contextual dependencies of 
the child variable. A context variable can also depend 
probabilistically on another variable, i.e. the context 
variable does not necessarily has to be the root variable. 
 
Context-specific Independence (CSI): Context-
specific independence is conditional independence that 
exists in a specific value of the context variable. Conditional 
independence is simply context-specific independence that 
exists in all contexts. CSI further factorizes a CPT into a 
product of probability factors using the probabilistic 
independence property, which reduces the parent set in a 
specific context. Qualitative structure of a BN is not flexible 
to capture such context-specific factorization. Formally, CSI 
is defined as follows [Boutilier et al., 1996]:  Let C be a set 
of variables. Let a context be denoted by C=c and c refers to 
set of values of variables in C. Let X, Y, Z, and C be four 
disjoint sets of variables. X and Y are independent given Z 
in Context C=c if P(X|Z, Y, C=c) = P(X|Z, C=c).  

III. Problem Scenario 
Example 1: An 87-year old woman is being discharged 
from hospital after being admitted for an acute myocardial 
infarction (heart attack). The hospital course was 
uncomplicated and she is back to her baseline status. Her 
past medical history is indicative of osteoporosis and a 
fractured hip 2 years ago. Patient has 1 son who lives 
several hours away. Dr Smith, her physician, regularly sees 

such patients and will like to manage their conditions 
proactively using the emerging technologies for smart 
homes. His objective is to predict different patient health 
conditions such as the chances for coronary artery heart 
disease (CAD) and possible injury to the patient at home in 
a situation-specific manner. He has some situation-specific 
guidelines to encode when it is desirable to predict CAD 
and Injury. Furthermore, Dr Smith would like to predict 
CAD using the relevant factors depending upon patient’s 
profile such as Age and Ethnicity. Figure 1a and 1b show 
two such situations for a Caucasian elderly person above 60 
years of age.  
Situation 1: Patient is alone: If the sensors sense that the 
patient has a hand on chest (indicating a chest pain) and 
has fallen down, predict the outcome of CAD using a 
guideline BN in Figure 1a.  
Situation 2: Care taker is at home. Predicting a possible 
Injury is important if the patient falls. However, in the 
situation the care taker is present to handle the emergency, 
predicting CAD is not required. A Hand-on-Chest may just 
be a gesture. Figure 1b shows that variable Chest and Fall 
are not dependent on CAD in this specific context. 
 

Figure 1a: Situation 1:  
specific context:  

(N=1, A>60, E=c) 

Figure 1b: Situation 2 : 
specific context: 

 (N=2, A>60, E=c) 

Legend:  Age (A), Ethnicity (Eth), Gen: Gender, FH: Family 
History, BM1, BM2: Biomarkers, Chest: Hand on Chest,  

Num: Number of people, Context: Age, Eth, Num 
 
Here we assume that there is an inherent uncertainty in 
estimating the number of people in the house, and sensing 
the user profile and symptoms. There are three binary 
context variables in this example: Number of People, Age, 
and Ethnicity. We need 23 (=8) Bayesian Networks to 
represent 8 possible situations to capture the complete 
uncertain knowledge. We would like to address the 
following questions:  

a) How can multiple context-specific reasoning networks 
be used together under context uncertainty? 

b) Can a single reasoning model be flexible to use 
appropriate nodes on context switching and facilitate 
run-time model personalization?  
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One way to encode multiple situations is to use the context 
as a deterministic tag using the techniques proposed in [Ngo 
et al., 1997; Mahoney et al., 1998]. Although these 
approaches solved the problem to a certain extent, they have 
the assumption that the sensed context has to be 
deterministic in an application and a root node in a BN.  
Representations capturing uncertain context tags are needed, 
as there can be an inherent uncertainty in many sensed 
contexts in our domain for example, “person being alone”. 
One solution could be to use the Multinets approach [Geiger 
et al., 1996]. This approach requires one BN for each 
configuration of the context variables [Geiger et al] and use 
a complete context set as a root node. For example, eight 
BNs are required for three binary context variables. This 
may be too expensive under resource constraint because the 
number of BNs required can be exponential. Furthermore, if 
the evidence about the context is not given, it may be 
inefficient to reason with several BNs. For example, without 
the context information, a query on the probability of CAD 
given Fall in Figure 1 i.e. P(CAD|fall) will need all the BNs.   
 
Alternatively, we could have encoded the uncertain 
information in all the possible situations in one large 
Bayesian network as shown in Figure 2, and possibly use a 
special data structure for the CPTs such as a tree CPT 
[ Boutilier et al., 1996, Poole et al., 2003] to exploit CSI 
only for the inference. However, CSI is not represented 
graphically in the BN, so it is not easy to exploit situation-
specific model simplification, resulting in a loss of context 
sensitivity. We would need to reason with the static 
dependency structure in all the situations. In Figure 2, we 
have purposely labeled the arcs to show that the 
dependencies exist only in that specific context. Contextual 
independence exists in this problem. For example, 
P(CAD|Age>60, Eth=c, Gen, FH, BM1, BM2) can be 
succinctly expressed as P(CAD| Age>60, Eth=c, BM1). 
CSN representation [Joshi and Leong, 2006] allows a way 
to exploit the contextual information in one single 
framework under situational uncertainty, and yet take the 
advantage of context-sensitivity under a specific context. 

N=
1

N=1

Age Eth Gen FH

CAD

BM1

Chest Fall

BM2

InjNum

A<
60

A<
60 E=c

E=i

 
Figure 2:  Complete Bayesian Network  

Labels: A: Age, E: Eth, N: Num 

IV. Context-Sensitive Network 
Representing the context-sensitive knowledge imposes an 
additional structure in factorization resulting from context-
specific independence [Boutilier et al., 1996]. Such context-
sensitivity allows decomposition of some of the conditional 
probabilities, giving rise to a finer-grain factorization of the 
joint probability distributions. To represent the structure of 
further factorization from CSI, Joshi and Leong [Joshi and 
Leong, 2006] represented the CPT functions along with the 
variables on the graph itself, converting it into a bipartite 
representation.  
 
Joshi and Leong proposed a new graphical representation, 
called Context-Sensitive Networks (CSNs) for representing 
and reasoning with contextual independence in terms of 
Conditional Part Factors (CPFs). A CSN is a two-level 
bipartite graphical model representing the product of 
Conditional Part Factors (CPFs). The CPF is a new internal 
representation in CSNs that serves as the counterpart of a 
CPT in BNs, for distributions that exhibit contextual 
independence. A CPF is viewed as the partition of a full 
CPT which is valid in a specific context, denoted as 
Φ(X|Y)I(C=c), where X is a variable, Φ is the conditional 
factor on X and Y is a set of parent variables of X in context 
C=c with the indicator function I. The CPT of a BN can be 
written as a product of disjoint sets of the CPFs. CSNs can 
be viewed as a special subclass of the recently proposed 
probabilistic graphical models - Directed Factor Graphs 
(DFGs) [Frey, 2003], which are in turn generalizations of 
BNs. 

Figure 3:  CSN equivalent to Figure 2 
 
Representing different situations in CSN 
A CSN, as shown in Figure 3, consists of variable nodes 
(shown as ovals), context function nodes (small rectangles) 
and function nodes (big rectangles with small rectangles 
inside). A context function node represents a local CPF. 
Each CPF can be viewed as representing the CPT of a 
variable in a specific context. A function node can be 
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viewed as a collection of the CPFs in all possible context 
values. The representation in Figure 3 is in fact equivalent to 
the Figure 2 with labels on the edges. In Figure 3, nodes 1-4 
are the context function nodes with the CPFs representing 
four possible situations for the two context variables, Age 
and Ethnicity. We use dashed arrows in Figure 3 just to 
show the dependencies connecting the context variables and 
CPFs. Normal arrows show the dependencies in that context.  
 
CSN allows compact and adaptive representation of the 
contextual information while allowing both general and 
context-sensitive information to be represented in one single 
CSN. In Figure 3, Age (A) and Ethnicity (E) are two binary 
context variables for CAD (C) and there are four relevant 
contexts: (A<60,E=c), (A<60,E=i), (A>60,E=c) and 
(A>60,E=i). There are four different CPFs for the variable 
CAD: Φ(CAD|BM1)I(A>60,E=c), Φ(CAD|BM2)I(A>60,E=i), 
Φ(CAD|Gen,FH,BM1)I(A<60,E=c), Φ(CAD|Gen,FH,BM2)I(A<60, 

E=i)  The switching between these four CPFs depends on the 
values of the context variables. Variables Chest and Fall are 
associated with two CPFs each, covering all 8 possible 
situations in Example 1. In Figure 1a, the variable ‘Fall’ has 
3 parents while in Figure 1b ‘Fall’ has just 2 parents. 
Representing the context-sensitive information also needs 
this flexibility in shifting the size of CPTs without the need 
of expensive manipulations.  
 
Context as probabilistic tag 
The context variable is represented as a random variable 
with different possible states representing each situation. 
Multiple situations are compactly represented by tagging 
each specific situation with a particular value of the context 
variable. For example, the number of people, age and 
ethnicity are three context variables that tag all the eight 
possible situations in our example. Conditional Part Factors 
(CPF) represents the CPTs of a variable in a particular 
situation. Each CPF is associated with an indicator function 
with the context variables as arguments. The indicator 
function of each CPF has values 1 or 0 if the context is fully 
observed. If the context profile is incomplete, the CPFs 
satisfying that profile will have a value 1. For example, if 
only Age>60 is observed and Ethnicity is unknown, then the 
node 1 and 2 in Figure 3 will evaluate to 1 while node 3 and 
4 will not be involved in further inference. If all the contexts 
are uncertain, then the full network with all the nodes is 
used for inference. 
 
In addition, the context variable can depend probabilistically 
on another context and does not need to be a root node. For 
example, the probability of reading an alert may depend 
upon diverse device parameters in different situations based 
on the Activity context, which in turn can be dependent on 
the Location context. The context variable is just another 
random variable in the CSN framework, so the inference 
algorithm can automatically handle such scenarios. 

Context-specific model personalization 

The CSN framework allows flexibility in model adaptation 
for the context-specific personalization. Figure 3 shows a 
generalized model where the model can reason with all the 
possible contexts. The evidence from any context variable 
can allow constructing more personalized models in a 
specific context. By context-specific personalization of the 
model, we mean that the same model representation should 
be flexible to change its dependency structure and allow 
execution of the different models based on the evidence 
about the context. Such personalized models can be much 
more effective in terms of both memory and speed as the 
graphical model is much simpler. CSN with its ability to 
work with the CPT partitions and context tags does context-
specific personalization effectively without any expensive 
manipulations. Figure 4 shows a contest-specific 
personalized model as created in our framework for 
situation 1 in the example scenario. As the evidence about 
the context is given, only the indicator functions for node 1 
for CAD, and a node each for Chest and Fall evaluate to 1. 
The model has removed dependency of gender, family 
history and some biomarkers as in this context they are 
contextually irrelevant variables for predicting CAD.  

 
Figure 4: Context-specific personalized model 

 
Determining Contextually Irrelevant Information 
Determining the contextually irrelevant variables is quite 
useful as it not only simplifies the reasoning model but also 
may decrease the cost of observations related to obtaining 
the irrelevant sensor values. For example, if the location of 
the person is known, say in a living room, only the 
information from sensors located around the living room 
would be contextually relevant to determine the current 
activity of the person, and the information from other 
sensors may be contextually irrelevant. CSN represents the 
CSI graphically, which allows an easy determination of the 
contextually irrelevant models for an observed context value 
The CPFs and respective dependencies that are not valid in 
a particular context can be removed from the graphical 
structure. For example, in Figure 3, nodes 2, 3 and 4 can be 
removed. Therefore, the nodes Gender, FH and BM2 will 
not influence CAD in this situation. If any of the nodes 
Gender, FH or BM2 had parent variables, they would also 
be contextually irrelevant to CAD. 
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Supporting situation-specific Inference 
Situation-specific inference requires an ability to reason 
with both the general and context-specific information. If all 
the context variables are fully observed, any off-the-shelf 
BN algorithm can be used on the personalized model. 
However, if the context is incomplete or uncertain, [Joshi 
and Leong, 2006] has proposed a new belief propagation 
algorithm that works naturally and efficiently over CSNs to 
support different types of inference by utilizing context-
specific independence. CSN can effectively support 
situation-specific inference, preserving both the generality 
and the context-specific representations, and the afforded 
efficiency.  
 
Here, we summarize the three operations defined for the 
message passing algorithm on the CSNs [Joshi and Leong, 
2006]: a) context-sensitive factor product, b) context node 
marginalization, and c) context marginalization. The 
context-sensitive factor product multiplies the CPFs and 
incoming messages conditioned on the value of the context 
of a context function node. The context node 
marginalization marginalizes over all the variables that are 
not in the context of a context function node except the 
variable to which message is being passed to. Finally, the 
context marginalization sums over all the messages received 
to marginalize out the variables in a context. In the nutshell, 
each context function node receives messages from its 
neighbors, performs a context-sensitive factor product with 
its local CPF, and performs the context node factor 
marginalization for all the variables not in context. Then, 
the function node performs context marginalization on the 
messages received from all the context function nodes that 
are a part of it.  For the uncertain context, the inference 
algorithm reasons with all the possible context situations 
and performs the context marginalization over all the 
messages received from the context function nodes. It will 
marginalize messages from nodes 1-4 in Figure 3.  For 
observable context, only one particular CPF’s indicator 
function will have value 1. Hence only 1 context function 
node will send the message to the function node. For 
example, in Figure 3, only node 1 sends the message to the 
variable C. 
 
A major advantage of the CSN framework is that it not only 
supports a context-aware inference but also reduces the 
computational complexity in message passing. In general, 
the maximum factor width, the scope of the factor, can be 
much smaller in a CSN than in a BN. CSN utilizes the finer-
grain factorization of the joint probability distributions, 
resulting in a fewer number of parameters as well as the 
number of calculations required for a message than a 
comparable BN. We are currently working on exploiting 
this for better inference algorithms. 

V. Case Study 
Coronary artery disease (CAD) is the most common cause 
of sudden death in most developed countries. Chest pain is 
the chief complaint in CAD. However, CAD is often poorly 
diagnosed as the chest pain spans a wide clinical spectrum 
of diseases from the trivial to a life threatening. So, the 
patients with unstable angina (chest pain) can inadvertently 
be discharged from an emergency department and adverse 
outcomes in these patients represent a significant cause of 
death [Pope et al., 2000]. Patient-specific proactive 
healthcare systems for forecasting the outcomes for a 
disease such as CAD based on the demographic and prior 
history information while incorporating the sensed 
environmental information can be extremely useful not only 
at homes but also in the emergency departments. For 
example, the proactive care systems can intelligently 
monitor vulnerable patients for the signs such as an 
increased blood pressure, glucose level, unstable heart 
activity, chest pain duration, continuous exposure to smoke, 
current patient state such as unconscious fall to predict the 
outcomes and send alerts to relevant caretakers in case of an 
emergency. We demonstrate the potential usefulness of the 
framework of context-aware reasoning for the proactive care 
by examining the impact on a simulated study over a real-
life Coronary artery disease dataset. 
 
We use a Coronary Artery disease (CAD) dataset of about 
2950 patients from a local hospital. The dataset contains 43 
variables, of which 11 describe patient’s profile such as 
Gender, Race, Age and the other 32 specify gene 
biomarkers. The context variables are used to capture the 
situation-specific guidelines. We took user profile variables 
AGE and RACE as the context variables based on the expert 
knowledge and assumed context-specific independence in 
the distribution. Usually, males below 60 years of age are at 
a greater risk of having the CAD if they have a prior family 
history than the females in the same age group. In addition, 
the person’s race determines what genetic biomarkers will 
be useful for the prediction. An important variable for 
predicting the outcomes in the reasoning network is CAD. 
We implemented the proposed framework in Matlab and 
tested it on a Pentium M 1.5Ghz with 384MB RAM. 
 
We compared the compactness achieved by using “context” 
in this domain, and advantages of context-specific 
personalization of reasoning models using contextual 
dependencies in CSN. We constructed four different 
situations based on the context variables. The variable CAD 
has overall 9 binary parents, representing the 9 possible 
causes, each of which is valid only in a particular situation. 
These situations result in four CPFs for the variable CAD in 
the CSN. Each CPF is compact due to the context-specific 
independence. The CSN only requires 40 entries for CAD. 
If a large BN were deployed to capture the probabilistic 
context, the conditional probability table in BN for CAD 
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would have required a total of 210 i.e. 1024 entries for 
representing the same probability distribution. Furthermore, 
the personalized CSN model with observed Age and Race as 
in situation 1 of problem scenario required only about 10 
variables in this situation instead of all 43 variables. Gender, 
family history and several of other gene variations were 
contextually irrelevant in this situation. Reasoning with 10 
variables is much easier in small and resource constraint 
devices. This result is not surprising as it was expected that 
CSN representation would do run-time personalization and 
render many variables contextually irrelevant. 
 
We also compared runtime with a comparable BN on the 
worst case scenario for reasoning over full network with no 
context observation. We conjectured that the comparison in 
the worst case is more interesting, because given a context 
observation, our representation will have a smaller 
dependency structure and will inference much faster than 
the comparable BN. We have only compared our proposed 
algorithm with the belief propagation on BN as the two 
algorithms are equivalent. Two different BNs were learnt: 
first using Bayesian Hill Climbing structural learning 
algorithm and second using domain knowledge and 
constraint elicitation from experts (Network 2). For testing 
speed and accuracy, we assumed contextual independence 
in variables with more than 3 parents and partitioned the 
CPT accordingly. Marginal of all the nodes were exactly 
similar within 0.01 tolerance limit. On Network 1, the 
inference on a BN took 3.5 seconds while on the CSN took 
1.75 seconds. For Network 2, the BN took 3.2 seconds 
while CSN took only 1.89 seconds. The belief propagation 
on CSN has shown some promising results. 

VI. Conclusion 
Context-aware reasoning can be particularly useful for the 
adaptive reasoning tasks for proactive and ambient 
intelligence applications. To provide quality proactive 
healthcares at home, several patient situations may need to 
be inferred. Context-sensitive network representation has 
shown promising advantages to integrate these multiple 
situations and exploit contextual dependencies and context 
uncertainty for effectively supporting analytical tasks in 
diverse situations. In this paper, we demonstrated the 
advantages of the CSN framework in representation 
compactness, model personalization and contextually 
irrelevant information determination in the healthcare 
domain. The concepts are equally applicable to other 
ambient intelligence applications too. A possible limitation 
in our work is the approximate algorithm, loopy belief 
propagation. However, the loopy belief propagation has 
been quite successful in many real-world applications 
because it is relatively simple to implement and usually 
converges to an exact value. Our ongoing and future works 
include evaluating the impact of CSN framework with the 
increased number of context, proposing better inference 

algorithms and prototyping a proactive health monitoring 
application in future. 
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Abstract
New technological developments are shaping alter-
native forms of healthcare provision in the home.
We consider the problem of assisting elderly peo-
ple and their carers during the night to reduce the
occurrence, and potential side effects, of accidents
suffered by vulnerable people.
The ambient assistance provided will assume
minimal expectations on the technology people
have to interact with. The technological solution
considers the inclusion of night vision which
provides features assessed by an algorithm based
on the notions of causality and spatio-temporal
reasoning. The system alerts, explains to, and
advises carers, assessing situations, anticipating
problems, and has potential to enhance home care
provision.

Keywords: Smart Homes, Context Awareness,
home safety, Intelligent handling of privacy.

1 Introduction
The population of the world is ageing. In 2000, there were
600 million people aged 60 and over; there will be 1.2 bil-
lion by 2025 and 2 billion by 2050[WHO, 2006]. Medicine,
as many other areas of our society, has benefited with the in-
crease of the availability of information and additional use of
technology that can innovate or extend the ways in which the
person’s health is managed. The demographic exponential
growth of the elderly population and its concomitant require-
ments for care is likely to continue; making it practically im-
possible to perform extensive person to person follow ups and
monitoring of patients’ health. Elderly people are particularly
affected by this lack of available human resources because the
ageing process leads to a propensity to suffer chronic condi-
tions. These conditions demand close monitoring and addi-
tionally the likelihood of being affected by hazards at home
increases[DofH-UK, 2004]. One group of the ageing popula-
tion which is particularly vulnerable to loss of independence
are those affected by dementia. Some of the latest develop-
ments to increase independence of elderly people at home are
related to the use of Smart Homes (see for example[Nugent
and Augusto, 2006]).

Advances in sensor technology, wireless communication
and the use of remote monitoring offer the opportunity to as-
sist elderly people at home, as advised by The World Health
Organisation[WHO, 2004], and they can maintain indepen-
dence reducing the prospect of being cared for in a nurs-
ing home. There is also a growing tendency to decentralize
healthcare provision across Europe moving away from sec-
ondary and tertiary care models and enabling primary and
community care to take the lead ([TheHIP Group, 2005;
RSPA, 2005]).

In this paper we consider the problem of assisting vulnera-
ble elderly people and their carers during the night to reduce
the occurrence and minimise potential side effects of home
accidents. The ambient assistance provided will assume min-
imal expectations on the technology patients have to interact
with. The solution includes night vision processing which is
assessed by an algorithm based on the notions of causality
and spatio-temporal reasoning. The system alerts, explains
and advises carers by anticipating problems, assessing situa-
tions, and therefore has the potential of making the healthcare
provision more efficient (both safer and more economic).

Section 2 explains how Ambient Intelligence, and in partic-
ular Smart Homes, can be used to improve a person’s quality
of life. We focus on the problem of enhancing the quality
of nocturnal care which can benefit both patients and carers.
Section 3 explains how a given context can be represented
in our system, how the events occurring in that context will
be monitored until a situation of interest is detected and how
the system will consider those options to present them to the
carer. Section 4 explains the practical relevance systems like
the one presented here have for the real world. Finally sec-
tion 5 explains why similar systems do not address properly
the specific class of problems we address here: the improve-
ment of nocturnal care provision for both elderly patients and
their carers with no technological burden on the patient.

2 Technologically Assisted Healthcare

2.1 Ambient Intelligence and Smart Homes
Ambient intelligence (AmI), see for example[IST Advisory
Group, 2003; Baillyet al., 2005], is an Artificial Intelligence
(AI)-based paradigm with increasing potential to make an im-
pact in daily human life in the near future. The broad idea is
to enrich a space (e.g., a house, a building, a bus station, a
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critical area in a hospital, etc.) with sensors so that through
their use an automated or semi-automated decision-making
system can provide benefits to those using that space.

One of the most well-known developments in the area of
Ambient Intelligence is usually referred as a “Smart Home”
where a house is equipped to bring advanced services to its
users. Expected benefits can be: (a) increasing safety (for ex-
ample by monitoring lifestyle patterns or the latest activities
and providing assistance when a possibly harmful situation
is developing), (b) comfort (for example by adjusting tem-
perature automatically, etc.), (c) economy (for example con-
trolling the use of lights), and other benefits according to the
domain of application. Recent applications include the use
of Smart Homes to provide a safe environment where peo-
ple with special needs can have a better quality of life. For
example in the case of people with dementia (the most fre-
quent case being elderly people suffering from Alzheimer’s
disease) the system can be tailored to minimize risks and en-
sure appropriate care at critical times by monitoring activities,
diagnosing interesting situations and advising the carer.

Research into Smart Homes is a multidisciplinary area in
which software will inter-relate (a) sensors, (b) the archi-
tecture of a building, (c) a network for data transportation,
(d) and different levels of users. Several artifacts and items
in a house can be enriched with sensors to gather informa-
tion about their use and in some cases even to act indepen-
dently without human intervention. These modified elements
form the perception and actuation levels of the intelligent sys-
tem. Some examples of such devices are electrodomestics
(e.g., cooker, tv, fridge, microwave) household items (e.g.,
taps, bathroom), house temperature handling items (e.g., air
conditioning and radiators), and other accessories (e.g., bed,
doorbell, phone and emergency pull cord switch).

2.2 Smart Homes Applied to Nocturnal Healthcare
Whilst there had been research conducted in the use of Smart
Homes to enhance the quality of life for senile dementia pa-
tients, the focus has been on the most active period of the day
[Nugent and Augusto, 2006]. Here we address an equally (or
more) important period which has been neglected: the night
time with its associated problems. Although there are numer-
ous causes of concern associated to nocturnal care. Here we
focus on the propensity to suffer falls[Shawet al., 2003]: a)
they are a major cause of disability and loss of independence,
causing fractures, head injuries, pressure sores, depression
and social isolation, b) they are the main cause of acciden-
tal death in the elderly.

Processing images from video cameras can be used to as-
sess whether the person is moving appropriately and perform-
ing activities of daily living or whether a fall or undue inac-
tivity has been detected. This approach is innovative and in
many cases (depending on the severity of the illness) may
remove the need for body worn devices. Night vision and
thermal image devices for movement and temperature moni-
toring can be fundamentally helpful (see for example an ap-
plication on street surveillance at[Desurmontet al., 2005]).
The images obtained can have sufficient quality to facilitate
segmentation and object identification, but be insufficient to
provide a clear picture (providing a level of intimacy safety).

With the use of feature extraction no human monitoring of
these images will be required under normal circumstances in
practice. It is recognised that image capture will raise issues
of privacy, and will have ethical considerations, which may
influence user acceptance. This poses significant ethical con-
siderations. However statistics show that 90% of elderly peo-
ple want to remain in their own home[Heaney, 2006], and
often the citizen leads the professionals in evolution of the
e-society.

The context of our research is the use of Smart Homes by a
Health and Social Services Trust which is undertaking a ma-
jor restructuring of its services by introducing Smart Homes
technology to enhance the quality of the care provision deliv-
ered to the elderly population and reduce hospital and nurs-
ing/residential home admissions. A problem of concern for
which there are no proposed solutions so far is the provision
of intelligent nocturnal care which is beneficial to the patients
and which is cost-effective. An additional aim in this context
is improving the quality of life of the carers. Very often the
carer will be a close relative who cohabits or lives in a house
nearby. As the person being cared for deteriorates and be-
comes more dependent, the carer’s quality of life deteriorates
too. For example, they will suffer interrupted sleep and sleep
deprivation[Graceet al., 2000].

There are many aspects of daily life that can be considered
and many sensors involved we focus here on a few sensors
which allows: patient tracking and time measurement, bed
occupancy detection, lights use and finally image processing
as the technology to be used to diagnose day-night adjustment
and falls. See[Nugent and Augusto, 2006] for example of
sensors and their applications.

3 Assisting Decisions
3.1 Knowledge representation
Smart Homes allow the decentralization of services diversify-
ing the healthcare provision at home. Smart Homes technol-
ogy greatly depends on the possibility to locate and follow a
person through spatio-temporal references and to relate those
activities to expected patterns of behaviour. Here areas of
AI such as complex events detection, spatio-temporal reason-
ing and causal reasoning are of fundamental importance (see
for example[Augusto and Nugent, 2004; Augusto, 2005] for
more details). Knowing which activities are being developed
and being able to assess them from a specific perspective are
important aspects identified with monitoring and diagnosis.
To achieve this task, a causal theory of the system is needed to
relate the important events contributing to a specific scenario
and their effects. Once the system detects something interest-
ing it provides fundamental information for the human carer
to decide a course of action, if needed. Here explanations are
very valuable to assist human decision making. The expla-
nations of our system are based on set of causal rules which
makes reference to the places and times of the activities de-
veloped leading to a particular scenario of interest within the
Smart Home (e.g., a specific hazard).

The bibliography on causal reasoning is vast and due to
space restrictions we do not cover it in detail in this paper.
Instead of a general theory for causality we use a simple no-
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tation, which we will refer asC and is borrowed from[Galton
and Augusto, 2002], which will suffice to represent and rea-
son about causally related states and events in a Smart Home.
C allows a simple specification of the main ingredients to rep-
resent causal relationships between elements of a domain. It
distinguishes betweenindependent(SI ) anddependent(SD)
states. The former are states whose value can change at any
time, outside the control of the system and therefore it can-
not be anticipated when they can change. They typically rep-
resent the environment and in our case they will represent
the state of sensors being stimulated by the activities in the
house. Dependent states have known state change dynamics
and therefore they can be expressed in the heads of causal
rules as an effect of the system reaching other states.
Definition (syntax) ([Galton and Augusto, 2002] page 3):
There are two kinds ofcausal rule,

Same-time rules: S1 u S2 u · · · u Sn ; S
Next-time rules: S1 u S2 u · · · u Sn ;©S

where eachSi is an atomic state andS ∈ SD.
Definition (semantics): lets assume a set ofS of states
S0, S1, S2, . . . and a timet, t ∈ Nat, then bySt we rep-
resent the formulas which are true in the world at the state it
is at timet:

(S, t) |= S iff S ∈ St

(S, t) |= −S iff S 6∈ St

(S, t) |= S1 u S2 iff S1 ∈ St andS2 ∈ St

(S, t) |= S′ ; S iff (S, t) |= −S′ or (S, t) |= S
(S, t) |= S′ ;©S iff (S, t) |= −S′ or (S, t + 1) |= S

Same-time rules are required to bestratified, i.e., they can
be ordered in such a way that the states in a rule are either
independent or dependent which have been in heads of rules
defined at previous levels (see[Galton and Augusto, 2002]
for the formal details).

The implementation uses ASCII symbols which are related
to those ofC: & represents logical ‘and’,# represents nega-
tion, occurs(ingr(s), t1:t2) represents the event of
the system ingression to a states at the instant in between
t1 and t2. A State-State rulessr(a => b) representsa
being true causes stateb to be true and aState-Event rule
ser(a -> ingr(b)) representsa being true causes an
ingression to stateb being true. The extended-BNF definition
below gives the syntax of the specification language. Given
that symbols “[” and “]” are part of the object language we
use “[” and “]” as meta-language symbols to indicate optional
elements of a scenario specification.{ E }* is used to in-
dicate zero or more instances of a particular element.

Spec ::= StatesDef {IndepStatesDef}*
{HoldingStatesDef}*
{OccuringEventsDef}*
{SSRulesDef}* {SERulesDef}*

StatesDef ::= states([ListofStates]).
IndepStatesDef ::= is([#] State).
HoldingStatesDef ::= holdsAt([#] State,T).
OccuringEventsDef ::= occurs(ingr(State),T1:T2).
SSRulesDef ::=

ssr(ConjOfStates => [#] State).
SERulesDef ::=

ssr(ConjOfStates -> ingr([#] State)).
ListofStates ::= State | State, ListofStates
ConjOfStates ::= [#] State1 & ConjOfStates

Some basic constraints apply, for example, (a) a spec-
ification has to be finite, (b) anyState mentioned
in either IndepStatesDef, HoldingStatesDef,
OccuringEvensDef, SSRulesDef or SERulesDef
has to be defined previously inStatesDef , (c) State not
mentioned inIndepStatesDef is assumed to be depen-
dent, (d)T is a Natural Number, andT1 is equal toT2-1, (e)
at least onssr or ser is used, and (f) States not included in
a holdsAt([#] State, 0) definition are assumed ini-
tially false . Definitions ofState andEvent are given
by the domain.

Scenario: automation of decision-making in Smart Homes.
Let’s assume a Smart Home is being used to care for an adult
with senile dementia. A system which aids these patients
by caring for their safety, whilst allowing them to develop
their daily activities as much as possible without intervention,
sometimes will have the task to decide whether it is worth re-
questing the attention of the carer or not. Lets assume we
have states:inBed representing the sensor detecting a per-
son is in bed,standing/moving/sitting/layingrepresenting the
camera has captured an image which depicts the patient in
one of those specific positions,inbedTimespecifies the time
window where the patient normally will go to bed,mt20ucap-
tures the passage of 20 units of time,safe/undesirablerepre-
sent the belief that the person is in one of those situations,
carerVisits/carerCallsrepresents that currently the carer has
been required to take one of those actions,carerGivesOKis
the input given by the carer through the system interface de-
noting s/he has checked or assisted the patient. We also con-
sider a sequence of events and causal rules:
states([inBed, standing, moving, sitting,

laying, inbedTime, mt20u, safe, undesirable,
carerVisits,carerCalls,carerGivesOK]).

is(inBed). is(standing). is(moving).
is(sitting). is(laying). is(inbedTime).
is(mt20u). is(carerGivesOK).
occurs(ingr(# inBed), 1:2).
occurs(ingr(sitting), 3:4).
occurs(ingr(inBed), 5:6).
occurs(ingr(sitting), 7:8).
occurs(ingr(mt20u), 28:29).
occurs(ingr(carerGivesOK), 31:32).
holdsAt(safe, 0). holdsAt(inbedTime, 0).
ssr(# inBed & standing => safe).
ssr(# inBed & moving => safe).
ssr(# inBed & sitting => # safe).
ssr(# inBed & laying => # safe).
ssr(inBed & # inbedTime => undesirable).
ssr(inBed & sitting & inbedTime => safe).
ssr(inBed & sitting & inbedTime & mt20u

=> undesirable).
ssr(# safe => carerVisits).
ssr(undesirable => carerCalls).
ser(# safe & carerGivesOK -> ingr(safe)).
ser(undesirable & carerGivesOK ->

ingr(# undesirable)).

Notice that this scenario is assumed to be happening in
the bedroom, which can be detected by the use of movement
and/or RFID sensors. If the patient is detected as being lo-
cated in another area of the house, e.g., the toilet or the living
room, then other context specific sets of rules will be applied.
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3.2 Monitoring and Detection

An algorithm has been provided in[Galton and Augusto,
2002] to explore the dynamics of a scenario specified usingC
as it unfolds into the future from a pre-specified initial state.
Whilst that possibility can be used to predict the causal effects
being investigated the forward reasoning algorithm explores
exhaustively the values of all state variables time after time.
To increase efficiency we use a backward reasoning approach
which only investigates that part of the specification which
is strictly needed to gather feedback about a particular state.
Another important difference is that here we focus on the ex-
planation. Together with the prediction on the value of a state
S at timet we offer an explanation of why that is the case.
Given that this explanations will be based on causal rules we
call themcausal explanations. This is particularly valuable
for carers to understand the context of a warning when an
alarm is triggered.

Before any causal inference begins, it is necessary to col-
lect together information about the causal relations amongst
the states. These relations are represented by means of a set
of trees, in which each node is labelled by one of the states.
Each state appears as the label of the root node of one of the
trees; within a tree, a node labelled by stateS has as its de-
scendants one node for each state on whichS immediately
depends (by one of the same-time rules, separate rules for the
same state are handled in different trees). Thus the indepen-
dent states always appear as leaves of the trees. We say a tree
is activatedat timet if at least one of its independent states,
sayI, is known to hold att; it is fully activatedat t if all its
independent states hold att.

Our backward-reasoning algorithm requires us to find the
set of trees supporting a given stateS. This is achieved in
a recursive fashion: for each ruleB1 u · · · u Bn ; S or
B1 u · · · u Bn ; ©S, we apply the process to find the
trees supporting each ofB1, . . . , Bn, and each combination
of such trees is joined together to form a new tree. The base
cases of the recursion are provided by the independent states,
whose trees consist of single nodes. We shall denote by STTS

(STT−S) the set of trees supportingS (−S). The general
strategy of the algorithm can be informally described as fol-
lows. For a queryHolds(S, t), starting fromt and work-
ing backwards we try to find the closest time tot at which a
tree supporting eitherS or−S becomes fully activated by the
facts provided in the initial specification of the problem. If
the first fully activated tree found supportsS then the algo-
rithm answers ‘true’ toHolds(S, t); otherwise (the first fully
activated tree found supports−S), it answer ‘false’. If no tree
supporting eitherS or−S is found then the algorithm reaches
time 0, so the truth value ofS at t is determined by its truth
value at0 by persistence (that is,STTS ∪ STT−S 6= ∅ is
always true). The tree or fact used to answer the query is the
causal explanation for the happening ofS at t.

A more detailed explanation is given by the following algo-
rithm. The algorithm can be better understood by following
the example given after it. We use[−]S as an abbreviation
for ‘S or−S’.

Goal: causal explanation forholds([−]S, time)
Input : a set of non-cyclic Same-Time Causal Rules,STR

a set of factsF giving the known states
sets of independent and dependent states:SI , SD

a set of known events,E, describing state ingressions
Output : answer to a queryHolds(S, time), with an expla-
nation for its [not] holding attime.

IF holds([−]S, time) ∈ F or
occurs(ingr([−]S), (time− 1) : time) ∈ E

THEN answer “true” [“ false”] and give fact as explanation
ELSE

get the sets of treesSTTS , STT−S

1) Obtain listAcTimes of Activation Times
2) t← nextT (AcTimes)
3) REPEAT

a) find a treeT in STTS , STT−S with main rule
(a1)r : B1 u . . . uBn ; [−]S
activated att such that:

*) for eachBi ∈ SI : holds(Bi, t)
**) for eachBd ∈ SD: holds(Bd, t), or

(a2)r : B1 u . . . uBn ;©[−]S
activated att such that:

*) for eachBi ∈ SI : holds(Bi, t− 1)
**) for eachBd ∈ SD: holds(Bd, t− 1)

b) IF [−]S can be proved true from a tree
THEN answer “true” [“ false”] and
use the tree as the explanation
ELSEt← nextT (AcTimes)

UNTIL ( [−]S can be proved true from a tree)

In step (1) “Obtain listAcTimes of Activation Times”
meansAcTimes is the merged list of activation times for
STTS andSTT−S . In step (2) “t ← nextT (AcTimes)”
meanst is mademax(AcTimes) and t is extracted from
AcTimes. If holds(S, T ) with 0 ≤ T < time thenS is
assumed to hold attime by persistency because should its
truth value could have changed in betweenT andtime then
a tree to supportholds(S, T ′), T < T ′ < time should have
been found at an earlier step.

Lemma: The algorithm always finishes.
Proof: the set of causal rules are required to be non-cyclic.
See[Galton and Augusto, 2002] where they are stratified,
which is a stricter notion of being cycle free. Given this hy-
pothesis the algorithm will explore for every timeT , 0 ≤
T ≤ time, in decreasing order, whetherholds(S, time) or
holds(−S, time) can be proven. In the last case the algo-
rithm will always stop at0 with a trivial tree as an explanation
consisting of the factholds([−]S, 0), i.e.,holds([−]S, T ) is
true becauseholds([−]S, 0) and its truth value persists at
least untilT .

3.3 Automated Detection and Carer Assistance
In our Java/Prolog-based implementation a predicate
holds(State, GoalTime) gathers all the meaningful
trees to prove or disprove that aState is holding at a
GoalTime . A specific procedure will also gather the
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alternative explanations for and against the position that
State is holding atGoalTime .

For example, if we want to know whether the state
undesirable has been reached at say time 30, and if so
a description of the context, we can query the system with
holds(undesirable,30)? and the answer and expla-
nation will be produced:

[inBed & sitting & inbedTime & mt20u
=> undesirable]

A fact tells us the context assumes it isinbedTime at 0 and
then actions are recorded through the sensors that the patient
goesinBed at 6,sitting at 8 and then more than 20 units
of time elapses triggering a diagnosis of reaching a potentially
undesirable situation, i.e., an indication the person may
be unwell or fall asleep in an unhealthy position.

If later on we want to know whether the state
undesirable has been reverted few minutes later then
holds(undesirable,34)? will be answered nega-
tively explaining that the care giver took care of the situation
(an undesirable state was reached at 29 and persisted until 31,
after that point the caregiver’s intervention allows the situa-
tion to be back to normal):

[undesirable & carerGivesOK ->
ingr(# undesirable)]

Complex events can be detected using the language de-
fined by Galton in[Galton, 2005]. Based on Galton’s
complex-event description language[Augusto and Nugent,
2004] presented an Active Database system with enhanced
spatio-temporal reasoning capabilities. There it is explained
how different combinations of events related to the spatio-
temporal coordinates of a patient and the duration of her/his
activities can be monitored and detected. In our system
the complex-event detector detects those specific conditions
which are important to detect recognize that the patient is in
one of the important postures, i.e.,standing, layingor sitting.
At each time images are processed and the salient features are
passed to the complex-event detector. This module will eval-
uate the current information together with the recent history
and if a change in one of the identifiable postures of the pa-
tient is recognized then an event is inserted through the pred-
icateoccurs . Then the causal reasoner will have updated
the state ingressions and the same-time and next-time rules
can be applied to finish one cycle in the reasoning system.

4 Benefits of the System to Society
The problem of nocturnal care and in particular the detec-
tion of falls should not be underestimated. For example in
one district of the UK, North Down and Ards in Northern
Ireland, over 2600 people aged over 80 fall each year. This
figure is much higher for people aged over 65 as 1 in 3 will
fall per year. Many will eventually suffer a serious injury
such as hip fracture which carries a six months mortality rate
of 20%. 50% of survivors are unable to return to indepen-
dent living. Over 95% of hip fractures are falls related. The
cost of individual hip fracture averages 29.000 Euros (45%
acute care, 50% social care and long term hospitalisation, 5%
drugs and follow up) [NHS-EW]. It has been estimated that
in the UK falls in the elderly cost 1.4billion Euros annually

[Scuffhametal2003]. These figures are replicated in member
states throughout Europe.

We have described a prototype which implements part of
the logical core of the decision making system to be used for
a Smart Homes system. Figure 1 summarizes the essential
components in the monitoring and decision-making process.
This prototype shows that it is possible to increase the qual-
ity of care provided during the night for dementia patients
living at home by alerting carers of unsafe conditions during
the night period. It also provides evidence that it is possible
to build a solution which (a) relies on vision technology but
not necessarily in an intrusive way as previously believed (b)
helps to prevent or detect falls without the patient having to
wear or interact directly with any technology (c) increases the
cost effectiveness and quality of healthcare provision.

Figure 1: Monitoring and decision-making.

5 Comparison with Similar Approaches
Given the importance of addressing ways to provide home
care for elderly people, researchers have started to explore
technological solutions to enhance healthcare provision in a
way which complements existing services.

Autominder[Pollack, 2005] uses a scheduler and temporal
constraints to guide elderly people through their daily tasks.
One difference with our proposal beyond the specific hazard
we consider is that they assume direct interaction with the
technology on behalf of the patient or, most likely, the carer.
We provide a solution which does not rely on elderly peo-
ple having to remember how to use technology and also re-
duces carer intervention to the essential, which is particularly
important to enhance their quality of life during the night.
Wearable sensors have been also used, see for example[Pat-
tersonet al., 2005], to provide context-aware services to peo-
ple on Smart Homes. In this work we explicitly want to de-
part from the assumption that the patient has to pro-actively
interact with devices in order to obtain a benefit. Although
we recognize wearable devices are beneficial in some cases
and for some patients, we are focusing our efforts on explor-
ing services that can be provided without depending of the
assumption that a patient is forced to wear a sensor or use a
device (e.g., a PDA). We think that for the case of elderly pa-
tients with dementia this assumption is unrealistic and does
not take into account that patients may forgot how to use or
even that they are supposed to use them.

Other approaches either use full image processing[Natale
et al., 2004] without caring for patients need for intimacy or
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go to the other extreme refusing to use any image processing
at all and therefore loosing their benefits. Here we support the
thesis that image processing can be used in a way that does
not minimize patient’s privacy and at the same time a simple
outcome can be connected to an inferential unit capable to
enhance the service with advantages for patients, carer and
the National Health System.

6 Conclusions
We provide a description of the real-world problem of pro-
viding automated nocturnal assistance to elderly patients and
their carers. The computational processes underlying a pro-
totype that has been used to find a solution to the problem are
explained. The system provided is based on spatio-temporal
reasoning which is then used in connection with a causal rea-
soner to keep a conceptualization of how activities are de-
veloped by the patient and to detect when s/he may need as-
sistance. The backward reasoning algorithm can be used in
real-time to detect a problem and trigger an alarm with an as-
sociated explanation or to conduct retrospective analysis on
the reasons for a previous alarm.

The practical implications of our work is that safety can be
assisted by intelligent technology without imposing the bur-
den of wearing or interacting with technology in order to ob-
tain that assistance. This not only benefit people requiring
support but also improves the quality of life of their carers
and impacts in the overall efficiency of the health system. All
these features will gain increasing value as our society ages
stretching the current scarce resources.
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Abstract 

In the context of Human Machine Interfaces 
(HMI), the visual recognition of the body and ges-
tures allows natural and intuitive remotely con-
trolled HMI, as well as the animation of an avatar. 
This paper describes an artificial intelligence sys-
tem for detecting and tracking a person in real time 
in a natural scene, acquired using a single color 
camera. The scene analysis system uses a black-
board intelligence system made up of a hierarchical 
structure, with a strategy at the top which super-
vises tasks which in turn activate specialists using 
an opportunistic approach. The detection process is 
based on the search for the various parts of the 
body (head, arms, forearms, hands) in an image 
thanks to specific processing for each of them. 
Each of the levels possesses its own blackboard in 
order to organize the data into a hierarchy and to 
gradually increase the system’s intelligence. The 
upper part of the body is detected but this work can 
be extended to whole body detection. 

1 Introduction 

In the context of developing human machine interfaces 
(videoconferencing, collaborative virtual environments, 
multimodal applications), it is useful to reproduce the user's 
gesture via a clone or avatar animation. The animation of a 
synthetic clone requires movement analysis in order to re-
store gestures. The body detection of a person in a scene, 
with a single camera, without constraints (no equipment on 
the person), is a challenging problem because of the variety 
of possible postures, the problem of one limb being hidden 
by another limb or by an object in the scene, and because of 
the lighting conditions. We attempt to detect and track a 
person by his motion and his body [Tamagawa et al., 2001; 
Chang and Huang, 2000]. The objective of the system pre-
sented is to describe the whole body. In this paper, we limit 
ourselves to the detection of the upper body of a person in 
an image via a blackboard artificial intelligence architecture, 
but the lower body can be detected in the same manner. The 
person is in front of the camera, they can stand up or sit 
down. The background is of no importance because it is 

subtracted in the first acquired image when the person 
comes into the field of the camera.   
 The model adopted is composed of sticks for the arms 
and forearms, squares for the hands, a rectangle for the 
chest, and an ellipse for the head. In order to obtain a com-
plete body closest to reality, that is, so that the model corre-
sponds as closely as possible to the person in the scene, our 
system is based on an architecture enabling the cooperation 
of various sources of knowledge from image processing to a 
priori information about relationships between the different 
parts of the human body.  
 The different limbs of the body (arms, forearms, hands, 
chest, etc.) are searched for in the image by using specific 
processing for each of them at the pixel level, our lowest 
source of knowledge. Sources of knowledge exchange in-
formation through blackboard architecture. They cooperate 
at the top level in the strategy by opportunistic supervision, 
necessary to arbitrate potential conflicts, and to trigger a 
given task (upper limb search task, hand search task, etc.) 
according to the results available in the blackboard. Each 
task activates one or more specialists.  
 Body part aggregations are performed at higher levels of 
knowledge, thanks to a hierarchical organization of the 
knowledge sources and blackboards (one blackboard for 
each level), like the ATOME blackboard [Laasri and Maître, 
1989]. After the body is detected, the system can be used for 
tracking people in real time in an image sequence obtained 
with a single camera. 
 
 Section 2 presents related work. Section 3 describes the 
hierarchical artificial intelligence system. The hierarchical 
structure used is explained in section 4. In section 5 the 
rules for the creation and elimination of elements are pre-
sented, in section 6 scores of the upper limbs are explained, 
and in section 7 some results are shown. We conclude in 
section 8. 

2 Related work  

Statistical techniques, that allow the position of hands and 
head to be found, already exist [Wren et al. 1997; Bernier 
and Collobert, 2001]. But they do not give the arm and fore-
arm position needed for the synthesis of an animated clone 
or avatar, and in this case, the animation must rely on in-
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verse kinematics techniques which can be imprecise. [Agar-
wal and Triggs, 2006] discuss a bottom-up approach that 
uses local image features to estimate human upper body 
poses from single images in cluttered backgrounds and learn 
a set of bases that correspond to local features on the human 
body. This works in the presence of a natural background, 
without prior segmentation. But the depth ambiguities have 
not always been resolved.  
 On the other hand, blackboard systems already exist for 
speech recognition and computer vision. In voice recogni-
tion, the HEARSAY II blackboard [Lesser and Erman, 
1988] assembles syllables from phonemes and thus proceeds 
up to the sentence. The VISIONS computer vision system 
[Hanson and Riseman, 1978] analyzes a scene thanks to the 
interpretation of the joint knowledge sources leading to the 
grouping of segments into objects and objects into scenes. 
In “Sahara”, an acronym for Semi-automatic help for region 
analysis, the interpretation of airports is considered and ob-
jects of interest like runways, taxiways, buildings and shel-
ters are searched for [Druyts et al., 1997]. Our system dif-
fers in its application and in the hierarchical structure of its 
blackboards, allowing them some intelligence, as will be 
seen below. 

3 The hierarchical artificial intelligence sys-

tem  

3.1 The global architecture knowledge sources 

The system is composed of three levels of sources of 
knowledge: 

• A low level composed of specialists, 

• An intermediate level, made up of tasks, 

• A high level consisting of strategy. 
The specialists are knowledge modules: they do not have 

knowledge about the object detected. The tasks and the 
strategy on the other hand are decision modules. The tasks 
assemble results from the specialists, and the strategy de-
cides to activate a particular task.  
 The specialists, presented below in paragraph 4.1, oper-
ate on the pixels and suggest possible solutions for the local-
ization of an element, hand, forearm, and arm. Each one 
constitutes a hypothesis of a distinct nature.  

The tasks process results given by the specialists to for-
mulate new hypotheses. For example, the upper limb (UL) 
task finds a hypothesis of the existence of a UL, which con-
tains exactly one shoulder, one arm, one forearm and one 
hand. 
 The strategy groups the results of the different tasks to 
build the whole body (cf. figure 1), and the rules (cf. § 5) 
make it possible to keep only two upper limbs per person. 
 Specialists are not independent and communicate with 
each other via the blackboard of lowest level BB3 (cf. figure 
2), which contains the results of the different specialists 
updated at each processing. Each level has its own black-
board, and arrows give the direction of flow of data traffic, 
and show exchanges with blackboards (cf. figure 2). Each 

blackboard has its own intelligence according to its level in 
the structure. For example, the blackboard of the UL task 
contains the upper limbs.  
 The strategy activates different tasks, which in turn acti-
vate one or more specialists, according to the partial results 
contained at the same time in the blackboard of its level. An 
opportunistic supervision structure arbitrates the potential 
conflicts between different tasks or specialists which other-
wise can be activated simultaneously.   

3.2 The global architecture of the blackboards 

The low level blackboard contains hypotheses for hands, 
forearms, arms and shoulders. The task blackboard gives a 
semantic interpretation of the hypothesis produced by the 
specialists (cf. figure 1). For example, the hand is associated 
with the corresponding forearm, the forearm to the arm, etc. 
The strategy blackboard at the high level groups together the 
hypotheses in order to construct the upper body part (two 
ULs, one head and a chest). The three blackboards, organ-
ized into a hierarchy, communicate with each other via the 
tasks and the strategy (cf. figure 2). 
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Figure 1. Hierarchical structure of the blackboard. 

 
 

4 The hierarchical structure 

We now describe the specialists, the tasks, and the strategy. 

4.1 The specialists 

Two kinds of specialists are considered, those of type 1 
(foreground mask, skin-colored mask, intersection mask, 
contour detection) and those of type 2 (Hough transform). 
The results of the first are used by the second. 

UL 

Head Chest 

UL 

Hand 

Shoulder 

Arm 

Forearm 

Head Chest 

Pixels of the image, 

anthropometric data, 

width and height of the 

image, etc. 

Line 

Hand 

Shoulder 

34



Foreground and skin-colored masks 
After recording an initial image, the foreground mask is the 
subtraction between the background and the current image; 
the skin-colored mask shows skin-colored pixels in the 
YUV color space obtained thanks to a skin color table; the 
intersection mask contains the pixels that belong to both the 
foreground and skin-colored mask. These masks are used by 
the various specialists and are stored in the low level black-
board.  

Head detection specialist 
Under the hypothesis that the head is elliptic, it is tracked 
and located by an elliptical Hough transform [Leavers, 
1993], and is fuzzy [Leignel et al., 2003], which is an inno-
vative approach. 
The major restriction for the head detection with an ellipti-
cal Hough transform is when the person is wearing glasses. 

Arm detection specialist 
Under the hypothesis that arms and forearms are modeled 
by line segments, the SHEN CASTAN detector [Shen and 
Castan, 1986] finds the contours in the image. By the line 
Hough transform, straight lines can be detected [Duda and 
Hart, 1972] in the principal directions image (contours ob-
tained by SHEN CASTAN are summed by zones, given the 
image of strong gradients), and forms the hypothesis of 
arms and forearms.  

Detection of the hands 
Assuming that the histogram on the face to be similar to that 
of the back of the hands, and that the person does not have 
bare arms, we use the face histogram to detect hands. From 
the histogram of the face ( )( ))(, iviuh  on the initial frame, 
and only on the skin-colored pixels i, the image of probabil-
ity is: 
 

( ) ( )( )
( )( )

( )
∑

=
vu

iviuh

iviuh
vuP

,

)(,

)(,
,  (1) 

This probability for each pixel makes it possible to assign a 
value of confidence to each hand hypothesis defined in a 
rectangle around the extremity of the arm hypothesis in a 
shoulder-to-hand approach (cf. § 4.3).  

Detection of the shoulders 
Shoulders are located from the head via the anthropometric 
data [Winter, 1979], when the person is in front of the cam-
era.  

4.2 The tasks 

The tasks use and structure the results generated by the spe-
cialists, stored in the low level blackboard. Three tasks are 
defined: 

• The head task whose purpose is to locate the head, 
• The chest task whose aim is to find the chest, 

• The upper limb task whose objective is to make only 

one upper limb. 

When limited to only one person, the task of detecting the 
chest uses a priori knowledge, called the long term memory 
in VISIONS, in opposition to the short term memory of the 
specialists. The chest is between two parallel vertical lines 
from the shoulders and under the head. This chest knowl-
edge is important in the case where a UL is hidden. For ex-
ample, if we know the position of the chest, we can make 
the hypothesis that the arm is behind the chest when hidden. 
By establishing the correspondence between the four ele-
ments (hand, forearm, arm, shoulder) constituting the UL, 
the UL task verifies the existence of a UL at each activation 
of a specialist. Two zones (shoulder and elbow) are associ-
ated with the two joints of the four distinct elements which 
make up the UL. 
 
 

 

 

 

 

 

 

 

 

 

 

Figure 2. Hierarchical structure of the intelli-

gent system: strategy, tasks and specialists and their 

relationship with blackboards (BB). 
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Three approaches are feasible: the shoulder-to-hand (arte-
rial) approach, the hand-to-shoulder (venous) approach and 
the opportunistic approach. 
 In a procedural shoulder-to-hand approach, from a zone 
around the shoulder, we examine the hypothesis of straight 
lines corresponding to arms by a Hough transform. The 
length of the arm is determined by the anthropometrical data 
and then, the extremity of the arm given by its length corre-
sponds to the elbow. In a similar way, in a zone around the 
elbow, the different forearm hypotheses stem from the pre-
vious arm hypothesis by a Hough transform. The length of 
the forearm segment makes it possible to find its extremity. 
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The UL task thus allows the construction of different hy-
potheses of ULs (various elbows and associated with each, 
different forearms) to reach their extremities. Each of them 
is checked thanks to the hand-checking module by meas-
urement, in a zone around the extremity of the arm, of a 
factor of confidence related to the histogram of skin color 
obtained on the face.  
 The procedural hand-to-shoulder approach goes from the 
hypotheses of the hands to the shoulders. The histogram 
obtained on the face guides the search for potential hands 
hypotheses. Each hypothesis defines a zone inside which the 
various hypotheses of forearms are obtained by a line 
Hough transform on the image of gradients, and with the 
same technique we go from forearm to arm with various 
hypotheses for arms and thus for shoulders. It is then neces-
sary to check the consistency of the shoulder position in 
relation to the head position. The problem of the shoulder-
to-hand and hand-to-shoulder approaches is that there is no 
universal approach; it is impossible to know beforehand 
which approach to use.  
 In the opportunistic approach, all the hypotheses are re-
cursively investigated (shoulder, arm, forearm, hand), in-
cluding both the shoulder-to-hand and the hand-to-shoulder 
approaches. Each task activates specialists in an opportunis-
tic way, i.e. according to the current results in the low level 
blackboard, until no more rules are applied. Let us consider 
a situation to illustrate the opportunistic approach. From the 
shoulders (we first consider the shoulders because the head 
is located with certainty), suppose that strong hypotheses for 
arm detection are found on which hypotheses for forearms 
can be based. Zones at the end of the arms characterize el-
bows. Let us suppose that all forearm hypotheses have a too 
low score (cf. § 6). The decision module strategy chooses in 
this case to discard these forearm hypotheses. Then from the 
hypotheses of hands (assuming that they are more likely 
than the discarded forearms), the decision module strategy 
generates forearms hypotheses. It is then necessary to check 
if the extremity of the forearms falls into the zone around 
the elbow previously defined from the arm and thus if the 
upper limb is complete (cf. figure 3(a)). 

In the same way, the opportunistic approach can be de-
scribed in the complementary manner (beginning from the 
hand and then switching to the shoulder). In this case the 
elbow is the zone defined at the end of the forearm (cf. fig-
ure 3(b)). 
 
 

 

 

 

 

 

 

 

 

 

a. arm defined elbow b. forearm defined elbow 

Figure 3: Opportunistic approach. 

4.4 The strategy 

The strategy elaborates one hypothesis of the upper part of 
the body assuming two upper limbs linked by two shoulders 
fixed starting from the head, and a chest.  
There are two possible strategies for our system: 

• By an opportunistic approach: all the specialist creation 

and elimination rules are activated as long as the con-

dition of their activation is checked. The number of 

upper limbs right and left are counted and a score is 

given for each of them in order to select the best one 

on each side (right/left); 

• By a decision module located in the strategy: once 

head, shoulders and hands have been located, useful 

specialists are selected alternately in a procedural way, 

by one of the two following forms, until there is at 

least one UL on each side (left/right) : 

� Generation of new elements, where elimination 

rules of elements are applied, UL searched for, and 

rules for elimination of ULs are activated, 

� Loosening constraints about sizes of elbow and 

shoulder zone (cf. figure 4) leads perhaps to new 

ULs, ULs are searched for again, and rules for 

elimination of ULs are activated. 

 

   

a. Before constraint b. After constraint 

Figure 4. Completing an upper limb after loosening 

elbow zone. 

5 The rules 

We need rules for creation and elimination of elements and 
U.Ls to keep only one hypothesis per U.L per side. 

5.1 The rules of elements creation 

The rules are in the form condition->action. An action is 
made up of specialist activation. The condition searches in 
the low level blackboard for the element necessary to acti-
vate an action. If the condition is not verified, the action is 
not activated. Rules and associated conditions are as follows 
(cf. tables 1 and 2):  
 
 

Element Shoulder Elbow 

Condition Search for a 

shoulder 

Search for a 

forearm 

 

Action 

Creation of arms 

from a shoulder 

Creation of 

arms  

Table 1: Condition/Action for shoulder and elbow. 

Arm 

Hand 

Forearm 

Shoulder 

Zone 

around the 

elbow 

Arm 

Hand 

Forearm 

Shoulder 

Zone 

around the 

elbow 

Arm 

Shoulder 

Forearm 

Hand 

Arm 

Shoulder 

Hand 

Forearm 

Up- 

per 

limb 
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Element Venous hand 

hand      shoulder 

Arterial hand 

shoulder      hand 

Condition Search for a hand Search for a 

forearm 

 

 

Action 

Creation of fore-

arms from the 

hand 

Verification of 

the availability 

of a hand 

Table 2: Condition/Action for the venous and arte-

rial hand. 

 

5.2 The rules of elements and upper limb elimina-

tion 

Among the element rules, we can differentiate logical and 
anthropometric rules. Some of them are described below: 

• If arm 1 comes from a forearm, itself is the result of 

arm 2, arm 1 is discarded (logical rule), 

• If a forearm or an arm is in front of the face, the fore-

arm or the arm is discarded (logical rule), 

• Elimination of an arm if it is close and parallel to an-

other arm (logical rule), seen in figures 5 and 6, 

• Elimination of an arm in front of the chest (anthropom-

etric rule), and so on. 

Some rules for the elimination of a upper limb are: 

• Elimination of an upper limb whose angle between arm 

and forearm is within 0°-35°, but preservation of the 

constitutive elements, 

• Elimination of a hand which is on a forearm, in the 

case of a single upper limb, and so on. 

6 The scores 

We need to give a score the upper limbs found, in order to 
keep only the best score per side. 

ScoreElbowHScoreForeScoreArmScoreScoreShMSCScore ++++=..

 where: 
• ShScore the shoulder score, )( ASDfunctionShScore =  

( ASD is the distance between the arm and the shoul-

der), 

• ArmScore / ScoreFore  the arm/forearm score given by 

the normalized sum of strong gradients on the 

arm/forearm segment, 

• HScore  the hand score provided by the correlation be-

tween hand and face, 

• ElbowScore  the elbow score, 

)( AFDfunctionElbowScore =  ( AFD is the distance be-

tween the arm and the forearm).  

7 The results 

We show the interest of an opportunistic approach on two 
images, in the case of four hypotheses of arms and forearms. 

White crosses symbolize shoulders. Segments on the image 
of strong gradients are hypotheses of arms and forearms. 
Squares represent hands. Upper limbs are in white on the 
person, and in black in the strong gradients image. On the 
right, each figure (10, 12, 14, and 16) shows results for the 
elements and the ULs in the strong gradients image. 
 In figure 9, the shoulder-to-hand approach in image 2 
brings to light a right UL, and a left UL. But this approach 
does not lead in image 3 to a right and left UL, so another 
approach is necessary.   
 
 

  
 

Figure 9 Image 2. Upper 

limbs. 

Figure 10 Image 2. 

Elements and ULs on the 

image of strong gradi-

ents. 

Procedural arterial (shoulder-to-hand) approach in 

image 2. 

 
  
In figure 11, the opportunistic approach in image 2 reveals a 
left UL, and two right Uls, only one of which corresponds to 
reality. In figure 13, the hand-to-shoulder approach in image 
3 leads to the generation of a left UL, and a right UL, but 
the shoulder-to-hand approach does not give the same re-
sults. In figure 15, the opportunistic approach in image 3 
shows a left UL, and four right Uls, only one of which cor-
responds to reality.  
 The interest of the opportunistic approach lies in the fact 
that it is not possible to know beforehand which of the two 
approaches (shoulder-to-hand or hand-to-shoulder) leads to 
the creation of ULs. The opportunistic approach makes it 
possible to find upper limbs, including the case where one 
of the two procedural approaches forbids it. 
 
 

  
Figure 11 Image 2. Up-

per limbs. 

Figure 12 Image 2. Ele-

ments and ULs. 

Opportunistic approach in image 2. 
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Figure 13 Image 3. Up-

per limbs. 

Figure 14 Image 3. Ele-

ments and ULs. 

Procedural venous (hand-to-shoulder) approach in 

image 3. 

 
 

  
Figure 15 Image 3. Up-

per limbs. 

Figure 16 Image 3. Ele-

ments and ULs. 

Opportunistic approach in image 3. 

 

8 Conclusion 

This system for detecting a person in the field of a camera is 
an innovative approach by its blackboard type artificial in-
telligence aspect. Blackboards allow the collaboration of 
various sources of knowledge in an opportunistic or in a 
supervision way. Low level blackboard hypotheses are ex-
plored recursively to detect forearms, arms, hands, and 
chest. Each level has its own blackboard with its hierarchi-
cal organization intelligence. The aim of the UL task is the 
creation of an upper limb. The chest task uses a priori 
knowledge. The strategy groups together two upper limbs, 
the chest and the head to constitute the upper body. It is 
possible to extend the system to the whole body, consider-
ing the lower body elements by similarity. Moreover, the 
hierarchical organization of the blackboard structure allows 
the tracking of persons to become generic to more than one 
person.  
 Cases of hidden limbs could be dealt with by tracking, to 
remove ambiguity on the current frame by taking into ac-
count the past frames in the case of numerous possible hy-
potheses or of various incomplete hypotheses.  
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Abstract 
Wireless Sensor Networks (WSNs) are a key ena-
bling technology for Ambient Intelligence.  
Macroprogramming has been proposed as a tech-
nique for facilitating programming WSNs, but cur-
rent solutions do not provide the combination of 
dynamicity and query specification that would be 
useful to domain experts. We have implemented 
the first query engine which provides both these 
features.  Our system leverages AI methods such as 
multiagent systems and sophisticated meta-level 
knowledge representation techniques to keep track 
of the domain knowledge and to enable adaptation 
in query processing.  Such adaptations include dy-
namic representations, transformations, optimiza-
tions and deployment strategies translating queries 
into a system of automatically generated mobile ac-
tors in a WSN. 

 
Keywords: Sensor Networks, Macroprogramming, Mobile 
Agents, Actor Systems. 

1 Motivation and Problem Statement  
The infrastructure for Ambient Intelligence (AmI) [IST, 
2003] will include a massive deployment in everyday envi-
ronments of Wireless Sensor Networks (WSNs) consisting 
of autonomous, spatially distributed, tiny, low-powered 
computers, endowed with communication, sensing and ac-
tuating capabilities [Whitehouse et al., 2006; Luo et al., 
2006].  To realize this vision, WSNs must provide an omni-
present interactive environment. Our goal is to support the 
exploitation of an AmI infrastructure by ordinary end-users, 
not embedded systems programmers. 

Macroprogramming has been proposed as a technique for 
facilitating programming WSNs.  Macroprogramming en-
ables the specification of a given distributed computation as 
a single global specification that abstracts away low-level 
distribution. The programming environment first automati-
cally compiles this high-level specification into the rela-
tively complex low-level operations that are implemented 
by each sensor node, and then deploys and executes these 
operations [Mainland et al., 2004]. 

As explained in [Razavi et al., 2006a], we are interested 
in situations where both the users’ requirements and the 
WSN environment may be dynamic.  This goal matches the 
diversity of functionalities that end-users need from the am-
bient infrastructure, further amplified by the unpredictability 
of the phenomena being monitored and the potential 
changes in the ambient computing infrastructure.  We de-
velop a high-level language which supports WSN macro-
programs called uQueries.  A uQuery is represented and 
executed using uQuery Engines.  Thus the key challenge is 
to support the cost-effective and stepwise development of 
uQuery Engines.  In particular, this requires enabling 
uQuery specifications by multiple concurrent and uncoordi-
nated end-users.  It also requires deploying and executing 
such specifications in a parallel and resource-efficient man-
ner which ensures interoperability with other uQuery en-
gines.  

In this paper, we focus primarily on representation (Sec-
tion 3) and execution of uQueries (Section 4).  uQueries 
result in a system of dynamically created meta-actors which 
generate actors that are concurrently deployed on a WSN.  
The meta-actors coordinate to control the execution of these 
actors on a mobile agent system.  Due to limited space, we 
do not address our implementation of the end-user Web 
interface for uQueries. 

As a motivating example, consider a scenario proposed 
by Microsoft Research [Woo et al., 2006]: a parking garage 
has been wired with break beam sensors and security cam-
eras.  Two ordinary end-users, namely Liz and Pablo, work-
ing independently, desire to use the ambient system for their 
own goals. Liz is a site manager of the garage building and 
is interested in collecting vehicle arrival time data.  Pablo is 
a security officer in the building who wants to issue tickets 
to speeding drivers.  In the remainder of this paper, we will 
use this example to illustrate our system.  

2 Meta-level uQuery Engine Architecture 
A key challenge is to dynamically transform high-level 
specifications of the users’ queries into low-level executable 
code for WSNs. We need a truly dynamic deployment of 
independent code segments, which may interact and mi-
grate, running on distributed sensor nodes. This is facilitated 
by a meta-level architecture for uQuery Engine.   
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2.1 Knowledge Level Support 
The knowledge level keeps track of the domain knowledge 
and controls query processing (representing, transforming, 
optimizing and deploying). Specifically, it tracks two types 
of metadata: Static metadata consisting of uQuery represen-
tations and the business ontology, and Dynamic metadata 
consisting of the contextual information (including com-
puted domain objects) obtained from uQuery execution. 
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-contributes 0..*

Service Repository
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Business Ontology
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1 *

1*
Association
Generalization
Aggregation

 
Figure 1: uQuery representation meta-model 

In [Razavi et al., 2006b] we describe Dart, the first repre-
sentation meta-model that satisfies requirements of dy-
namicity, end-users accessibility, as well as extendibility 
and reusability by programmers.  Figure 1 illustrates Dart 
using the UML notation. A uQuery is represented as an ag-
gregation of tasks, where each task is a set of interrelated 
steps.  When a step is executed, it produces a domain object.  
A construct specifies the computation method for that ob-
ject.  A step bridges a construct with the concept of that 
object.  The most common type of construct is the primitive 
construct, which reifies a function call.  Each construct re-
fers to (or instantiates) a contract which holds meta-data 
about the construct.  In the case of primitive constructs, a 
contract incorporates the type specification, arguments, 
name and a list of properties required for its execution.  The 
service repository for a uQuery Engine holds these con-
tracts.  The business ontology holds the domain concepts, 
together with their relationships and constraints.  In order to 
execute a construct, we need to make platform-specific de-
cisions, which are delegated to the execution strategy. 

We assume that both the business ontology and the ser-
vice repository are given.  We further assume a comprehen-
sive service repository which enables all interesting uQue-
ries to be explicitly represented as a composition of its ele-
ments.  

2.2 Operational Level Support 
At the operational level, we require that fine-grained mobile 
agent applications can be executed on resource-limited, real-
time distributed systems.  The mobile agent platform is re-
sponsible for:  
• Deploying and executing actor code dynamically gen-

erated at runtime, 
• Dynamically discovering and providing access to all 

sensors in the WSN, and  
• Implementing the elements of the service repository. 

 
1. ( (lambda (migrate)  ; main function 
2.  (seq  
3.   (migrate    ; migrate to destination 
4.    200     ; destination id 
5.    111)     ; meta-actor id 
6.   (par (extmsg  ; send result back to source 
7.    111     ; meta-actor id 
8.    (migrate 
9.     100    ; source id 
10.    (prim   ; execute primitive 
11.     1    ; primitive index in library  
12.     nil))  ; list of arguments (empty) 
13.  )))) 
14. (lambda (adrs val)  ; migrate function 
15.  (callcc (lambda (cc) (send (list adrs cc 
16.   (list quote val))))))) 

Figure 2: Filled mobile agent code template. 

To the best of our knowledge, the only existing system 
which satisfies our operational level requirements is Actor-
Net [Kwon et al., 2006].  ActorNet agents are based on the 
actor model of computation [Agha, 1986].  The ActorNet 
runtime consists of an interpreter running on each sensor 
node in the WSN along with several supporting services.  
The runtime enables the actors to execute, communicate, 
migrate and access sensors and actuators. 

The uQuery execution procedure fills a template for an 
ActorNet agent (see Figure 2).  The template contains four 
areas to be filled by the code generator:   
• Meta-actor id on lines 5 and 7,  
• Application logic on lines 10-12,  
• List of arguments on line 12, and  
• Execution location and uQuery Engine server address 

on lines 4 and 9, respectively.  
 
In Section 4.2, we explain how this template is used by 

the knowledge level when executing uQueries. 

3 uQuery Representation 
We now describe the method for representing uQueries in 
our system.  The execution procedure will be explained in 
the Section 4. 

Consider the parking garage example from Section 1.  
Pablo wants to make a uQuery to take a photo from a spe-
cific camera in a sensor network.  We assume a business 
ontology with one concept, Photo, and a service repository 
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with one contract, Capture Camera, which returns a Photo 
object, and a library including an implementation of the 
above service (e.g. in nesC for the Mica2 sensor platform). 
The representation of this simple uQuery comprises a single 
task with a single Capture Camera step, which specifies a 
camera sensor id as a property. 

More realistic uQueries, however, require a higher degree 
of concurrency, control (iterative and conditional), and nest-
ing of tasks.  For instance, consider Liz’s query that asks for 
a vehicle arrival time histogram for a period of two weeks.  
The additional ontologies required to specify steps for this 
uQuery are shown in Figure 3.  We denote the return value 
of tasks by an upward arrow, and the “contributes” relation 
of Figure 1 by a dashed arrow.  The entire box represents a 
uQuery. The boxes 2, 3 and 4 represents tasks.  The rest of 
the boxes represent steps.  Due to shortage of space, we skip 
the details of the ontology and services required. 

 

Figure 3: Representation of Liz’s query by three tasks (Num-
bers in ovals are used here for annotation, and are not a part of 
the query representation). 

The corresponding uQuery, called Liz’s query (1),1 is 
represented as three interrelated hierarchical tasks: a main 
                                                 

1 In this paragraph, numbers between parentheses, e.g., (1), re-
fer to the numbered rectangles in the Figure 3. 

 

task (2), and two subordinate tasks, called T1: Compute 
Histogram Entry (3) and T2: Identify Vehicle (4).  The 
main task has two steps: Plot Histogram (5), which returns 
a Histogram object to the user, and the control construct For 
a Period Do (6) that is in charge of executing T1 for a dura-
tion of two weeks.  T1 is then subordinate to step (6), which 
controls its execution.  It in turn comprises two steps.  The 
first step instantiates Create Histogram Entry (15), which 
returns a Histogram Entry object (to the main task).  This 
requires as argument a Vehicle object, provided by the sec-
ond step of T1, Do <T2> (16), which nests T2 as computation 
method.  T2 comprises several steps (7-14), whose represen-
tation is analogous to that of the Capture Camera step de-
scribed above.  The task T2 uses inputs from multiple break 
beam sensors to detect moving objects and classify them as 
vehicles. 

To summarize, this uQuery representation contains occur-
rences of the following kinds of steps: 
• Primitive calls: designed as steps that call a primitive 

as their computation method, 
• Control structures: designed as steps that control the 

execution of other tasks, such as the For a Period 
Do step that controls T1, 

• Nested tasks: designed as steps that use a task as their 
computation method, e.g., the Do step that uses T2, 
simplify the specification of complex uQueries by hi-
erarchically modularizing them. 

The syntax of Dart is recursive, i.e., steps may hierarchi-
cally point to tasks.  It is also extensible, i.e., tasks and steps 
may be used to extend constructs.  Arbitrary control con-
structs can be implemented by uQuery Engine programmers 
using these properties, thus extending the abstract notion of 
a construct in Dart.  We provide by default an abstraction 
called Control Construct, which has an instance variable 
called closures, which keeps track of a collection of subor-
dinate tasks whose number and semantics depend on the 
desired functionality, based on the meta-data held by its 
contract.  In the case of the For a Period Do control struc-
ture, which iteratively executes a given task for a duration 
specified as a property, the closures collection holds one 
task, here a pointer to T1. Its propertyValues instance vari-
able, inherited from its superclass, holds the duration value, 
i.e., 2 weeks in our example. 

The representation of nested tasks is close to that of con-
trol structures. The closure collection contains only one 
task, which is executed unconditionally upon each activa-
tion of the step.  

4 Concurrent Execution of uQueries 
We now explain how the above representations are concur-
rently executed by our system.  We separate the actor at the 
operational level, which is a thread and associated code ac-
tually executed as a mobile agent, from the meta-actor at the 
knowledge level, which is a thread that controls the genera-
tion of code and execution of the actor, based on the meta-
data contained in the query representation.  Once deployed, 
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the agent system interprets the actor code and starts its exe-
cution.  When an actor sends a message, such as the return 
value, to the uQuery Engine, the messaging interface signals 
the meta-actor waiting on messages from this actor and de-
livers the message.  

4.1 uQueries and Tasks 
Execution of uQueries, tasks and steps is controlled by cor-
responding meta-actors.  Meta-actors are also implemented 
as actors, executing concurrently in separate threads, com-
municating and synchronizing through asynchronous mes-
sage passing.  The API of meta-actors comprises start(), 
body(), and stop() methods.  body() specifies the core 
function of the meta-actor, in fours steps:   

• Checking preconditions for executability, 
• Initializing data structures, 
• Executing the behavior, 
• Sending an asynchronous message to the parent to 

notify the execution result.   
The behavior execution step is specific to each kind of 

meta-actor.  uQuery meta-actors start with launching a 
meta-actor for their main task. The main task meta-actor 
then continues the execution by launching step meta-actors.  
A step meta-actor can only execute in two cases: (1) it is 
associated to a root step, i.e., a step whose construct re-
quires no arguments, or (2) all its effective arguments are 
available. The execution strategy associated with each step 
is in charge of guiding this process.   

uQuery and task meta-actors are designed as Composite 
Meta-actors, which provides functionality for launching a 
set of child meta-actors, here respectively tasks and steps, 
and controlling their execution.  If the construct of a step 
points hierarchically to tasks and subordinate tasks, then, the 
corresponding step meta-actor creates also hierarchically 
subordinate task meta-actors.  The above execution algo-
rithm is applied recursively to the latter. 

For example, a uQuery meta-actor is created and 
launched for executing Liz’s query.  This meta-actor 
launches a task meta-actor for the main task, which in turn 
launches a step meta-actor for its unique root step, i.e., For 
a Period Do.  The other step of the main task is not execu-
table since it needs an argument.  The For a Period Do 
meta-actor starts a timer to control the number of iterations.  
Each iteration consists of launching a subordinate task meta-
actor for executing the same task, T1.  The execution result 
of these meta-actors is collected and constitutes the result of 
the execution of the For a Period Do step.  At this point, 
the main task meta-actor passes this collection to the Plot 
Histogram meta-actor and resumes it.  

In the case of T1, there is also a unique root step, which is 
Do <T2>.  The execution of the associated T1 meta-actor 
consists of creating a subordinate T2 task meta-actor.  The 
T1 meta-actor sleeps then on a semaphore, waiting for T2 
meta-actor to return a Vehicle or signals an error.   

4.2 Low-level Primitives 
By low-level primitives we mean services implemented by 
the library available at the operational level (ActorNet in our 
case).  Such services provide access to platform-specific 
sensing and data processing functionality.  Executing steps 
that instantiate primitives requires dynamically generating 
and deploying actor code to the WSN.   

 The actor template (see Figure 2) is filled by the meta-
actors as the steps of the graph data structure for each task 
are traversed.  Each step meta-actor which has its precondi-
tions satisfied and has been signaled, directly or indirectly, 
by a returning step of the main task, can generate the code 
for its associated actor, in parallel with other meta-actors.  

The resulting actors, in text form, are deployed to the 
WSN by the meta-actors, through the Actor Deployment 
Interface (ADI).  The ADI is a multithreaded server provid-
ing socket connections over the Internet for concurrently 
and remotely deploying and executing actors.  The id of its 
generating meta-actor is included in the actor code, enabling 
the actor to communicate with its associated meta-actor 
through the Actor Messaging Interface.  The meta-actor can 
sleep until it receives the actor’s output object through the 
messaging interface, after the actor finishes its computation. 
Arguments and return values are marshaled and unmar-
shaled using the information kept by the Execution Strategy. 
In case a primitive cannot successfully complete its compu-
tation, a failure is signaled to the relevant meta-actor, which 
may trigger garbage collection for the task and its associated 
actors and meta-actors 

For example, the T2 meta-actor concurrently generates 
and deploys on the ActorNet platform mobile actor code for 
the three Detect Beam Event steps shown is Figure 3.  As 
Beam Event objects are received, the Extract Edge meta-
actors may be signaled concurrently, and so on. 

4.3 Complex uQueries 
Now let us consider a query which requires distributed co-
ordination between different sensors.  Such a query cannot 
be executed as a single mobile agent.  For example, Pablo 
wants to take a photo with a camera only when a nearby 
break beam sensor is triggered.  The task that represents this 
query has two steps: detecting a Pulse object and then taking 
a Photo.  

For executing such queries in a coordinated manner, we 
use the argument relation in our meta-model.  Whenever an 
argument is encountered in the query specification, the 
knowledge level automatically creates a dependency rela-
tion between the meta-actors for these two steps.  Meta-
actors with dependencies check whether they have all the 
arguments necessary to generate and execute their associ-
ated actors.  In our example, the meta-actor for capturing a 
Photo will be made dependent on the Detect Beam Event 
meta-actor.  It will be deployed and executed only when a 
Pulse object is returned by the latter. 

We can now consider a scenario where uncoordinated 
concurrent queries are entered into the system by two differ-
ent users, Liz and Pablo.  Pablo is interested in taking pho-
tos of Vehicles when they speed through break beam sen-
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sors.  We assume that Liz’s query remains the same as in the 
previous section. Each query is represented independently, 
i.e., there is no structural relationship between query repre-
sentations.  In this case, the execution for each query is trig-
gered concurrently at the knowledge level, according to the 
algorithm described above. This execution procedure can be 
subject to optimization, as discussed below. 

5 Optimization 
The uQuery Engine design presents several opportunities for 
optimization.  First, in the case of concurrent queries, data 
computed in one query can be reused to satisfy requirements 
of another.  This mechanism is based on exploiting static 
and dynamic metadata (see Section 2.1).  

For example, a Vehicle object produced by one of the 
queries described above contains dynamic metadata such as 
a timestamp and the detecting beam sensor’s id.  When 
processing a query with a step requiring a Vehicle object as 
argument, e.g., Compute Histogram Entry in task T1 above, 
the already-computed Vehicle may be substituted instead of 
executing the Identify Vehicle subtask, assuming the 
dynamic metadata of the object matches the constraints 
within the static metadata of the query.  Such matching al-
gorithms can be implemented using an inference engine, 
such as NéOpus [Pachet and Perrot, 1994], which provides 
rule-based reasoning in object-oriented applications.  The 
benefit of this process is to save significant communication, 
sensing and computation resources in the WSN, where these 
resources are scarce, since redundant actors are not gener-
ated, deployed and executed at the operational level. 

Secondly, our query representation allows computing a 
computation history for every business object by looking 
recursively at the constructs and objects used in its computa-
tion.  The computation history allows access to the metadata 
associated with each element of the history.  As a result, 
more complex matching algorithms can be implemented.  
For example, a query can compare the conditions under 
which the available business object has been computed, and 
whether they match the requirements of the current query. 
Incidentally, computation histories are also useful for 
auditability, that is identifying precisely all computation 
steps and their contexts for a given event in the system.  The 
same feature allows satisfying non-repudiability, i.e., by 
computing who has initiated which action. 

As another optimization opportunity, we consider the 
functional specification of queries, where the user only 
specifies the desired functionality without explicitly listing 
all implementation details, such as the identifiers or location 
coordinates of sensors.  The query processing engine can 
infer the requirements for these resources from the static 
metadata associated with the query and the contracts of the 
primitives it invokes.  We can then fill in specific sensors 
and other parameters matching these criteria.  In order to 
find suitable sensing resources meeting these constraints, we 
extend ActorNet with the Network Directory Service (NDS), 
which performs network monitoring and provides an up-to-
date listing of sensor and computing resources available in 
the network.  The NDS is searchable by sensor type, loca-

tion and other attributes, listed as name-value pairs.  Thus 
the query engine can find appropriate sensors for a query by 
looking at attributes such as location and orientation.  This 
simplifies the query creation process for the user and pro-
vides opportunities for optimizing query execution, by ena-
bling the uQuery Engine to pick the best resources (e.g.,  
closest, least congested, or having the most remaining bat-
tery power) satisfying the query specification. 

Finally, at the operational level, the mobility of actors al-
lows for load balancing and resource-aware task allocation, 
even as new actors are added.  In the parking garage exam-
ple, we can choose, based on the current communication 
traffic and available computing power, whether to move the 
raw break beam sensor data to a PC for processing, or to 
move the vehicle detection code, as a system of mobile 
agents, to the sensor where the data is generated.  Also, by 
exposing available resources (sensors, actuators, data stores, 
etc.) to the knowledge level, compatible resources may be 
substituted for one another at runtime to simplify scheduling 
or reduce congestion. 

6 Related Work 
A survey of solutions currently proposed in the literature 
reveals a variety of approaches to macroprogramming 
WSNs: a spreadsheet approach [Woo et al., 2006], Enviro-
Suite [Luo et al., 2006], a market-based approach [Mainland 
et al., 2004], and Semantic Streams [Whitehouse et al., 
2005]. Although many of these approaches are quite power-
ful, none of them provide the language abstractions required 
for dynamic macroprogramming by end-users as outlined 
above.  

For example, the spreadsheet approach uses an Excel 
spreadsheet to represent the layout of nodes and insert their 
functionality in the spreadsheet; queries are resolved by a 
logic program that generates a composition of services, 
where a service is a .Net component.  The approach satisfies 
the requirement of usability by non-programmers.  How-
ever, it is not sufficiently general: it enforces a particular 
naming grid-based scheme and does not allow for the defini-
tion of arbitrary groups of nodes and operations over such 
groups.  

EnviroSuite proposes environmentally immersive pro-
gramming, an object-based programming model in which 
individual objects represent physical elements in the exter-
nal environment. In both EnviroSuite and ActorNet, actors 
or objects must be created explicitly by programmers to 
provide a service. Behavioral specifications are not in terms 
of groups of actors. Protocols to support operations over 
groups of objects and protocols to implement such specifi-
cations may not be re-used.  

Traditionally, WSN application development involved 
fairly static programming languages, operating systems and 
reprogramming services, for efficiency reasons.  For exam-
ple in TinyOS, the sensor network application components 
are written in nesC and compiled together with the operating 
system code and middleware services into a single applica-
tion image, which can be uploaded to the sensor nodes using 
the Deluge protocol [Hui and Culler, 2004] prior to program 
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execution.  This approach proves successful in achieving its 
stated goal of highly efficient utilization of sparse comput-
ing resources.  Unfortunately, it is ill-suited for an open sys-
tem comprising a dynamic set of diverse, transient tasks that 
is the expected workload in ambient systems.  If we take 
Deluge as the deployment method for our target systems 
(where queries from multiple users, all specified at runtime, 
need to be transformed into executable code, uploaded on 
the deployed sensor network and executed), this results in 
unnecessarily transmitting a large volume of code which has 
not changed (OS components, routing protocol, etc.) along 
with the newly-generated application code.  

7 Conclusion 
Ambient Intelligence technologies will enable novel appli-
cations and new work practices in many fields. AmI will 
provide for the integration of real-time data into business 
processes, enabling real-time decision making and business 
process definition and modification. Such dynamicity will 
facilitate responding to situations more efficiently, with a 
higher degree of quality and end-user satisfaction. 

In this paper, we explained how dynamic macropro-
gramming by end-users can be achieved for ambient sys-
tems such as WSNs.  The two-level approach to architecting 
the query engine allows separating query representation and 
reasoning concerns from those of their effective execution 
on diverse runtime platforms through model-to-code trans-
formation.  The knowledge level comprises the representa-
tion of a domain ontology and a service repository, together 
with the uQuery composition machinery, and implements 
the rules that govern uQuery transformation, coordination 
and optimization. Our system allows for effective end-user 
query specification and automated execution.  The query 
representation meta-model, designed with extendibility and 
reusability as primary considerations, allows uQuery engine 
programmers to add specific constructs via classical object-
oriented techniques.  Business logic primitives are separated 
from the core of the mobile agent system, facilitating addi-
tion of new domain-specific primitives to the system. 

Representations of queries are transformed to platform-
specific code for ActorNet, dynamically deployed and exe-
cuted.  Using ActorNet as the query execution environment 
provides dynamicity of macroprogramming, while enabling 
load balancing and other optimizations to take place.  

The presented meta-level architecture for implementing 
uQuery Engines is prototyped by reusing and extending our 
previous work on ActorNet and its implementation on 
Mica2 motes [Kwon et al., 2006], and Dart implemented as 
an object-oriented framework in different dialects of Small-
talk [Razavi et al., 2006].  This prototype is called Ambi-
ance Platform and uses a new implementation of Dart in 
Squeak (http://www.squeak.org/).  We further use the Sea-
side framework (www.seaside.st) for the dynamic Web-
enabled uQueries programming interface of Ambiance.  

A number of important issues remain to be explored.  
These include dynamic and seamless integration of sensor 
and actuator nodes, sensitivity to privacy concerns and 
trustworthiness, and analyzing coherence and integrity of 

uQueries. For example, the computation history discussed in 
Section 5 allows security enforcement through dynamic 
decision making about whether to execute the current step 
or not. Furthermore, significant optimization may be possi-
ble, for instance by integrating learning mechanisms into 
query specification, transformation and execution.  
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Abstract

The XPod system, presented in this paper, aims
to integrate awareness of human activity and mu-
sical preferences to produce an adaptive system
that plays the contextually correct music. The
XPod project introduces a “smart” music player
that learns its user’s preferences and activity, and
tailors its music selections accordingly. We are us-
ing a BodyMedia device that has been shown to ac-
curately measure a user’s physiological state. The
device is able to monitor a number of variables to
determine its user’s levels of activity, motion and
physical state so that it may predict what music is
appropriate at that point. The XPod user trains the
player to understand what music is preferred and
under what conditions. After training, the XPod,
using various machine-learning techniques, is able
to predict the desirability of a song, given the user’s
physical state.

1 Introduction
In this paper we study the problem of creating a music player
that plays contextually correct music by using a system of
physiological sensors to monitor a user’s state. We propose
using machine learning algorithms to estimate a user’s pref-
erence of songs in various situations. Several machine learn-
ing algorithms were used to model the complex relationships
between an individual’s musical preferences and his or her
activities. We studied several machine learning systems ona
modified version of the existing mobile MP3 player, XPod.
This player will attempt to select the song best suited to the
current activity of the user. XPod was previously reported on
in [Dornbushet al., 2005], wherein the system was designed
to use a database and a neural network to suggest music to
users. In this paper we expand on that work, and approach
many different machine-learning algorithms, with varied re-
sults.

This paper is layed out in the following format: in Section
2, we will review similar work in this field. In Section 3, we
will discuss the motivation for creating such a device. In Sec-
tion 4, we will speak about the data collected and how it was
used to produce learning algorithms. We will then discuss

Figure 1: Proposed XPod Form Factor

the results of five experiments in Section 5, and end with a
discussion on future research in this area in Section 6.

2 Related Work
Context aware systems can greatly improve a users experi-
ence with computer systems. For example several systems re-
late user activity to mobile phones[Bylund and Segall, 2004;
Siewioreket al., 2003]. This paper proposes an extension to
the mobile MP3 player, XPod, which is able to automate the
process of selecting the song best suited to the current ac-
tivity of the user. That system used a collection of machine
learning techniques to play contextually correct music. The
array of user state information was converted to one of three
states (active, passive and resting) using a decision tree.The
state was used as a key into the database of state dependant
ratings. That was combined with the results from a neural
network that estimated the users preference of a song. While
this showed the potential of an adaptive context aware music
player it had significant limitations.

The concept of a music player that is aware of the user’s
activity has made it into the mainstream market with indus-
try leaders Nike and Apple teaming up to deliver an iPod
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that wirelessly communicates with a sensor in a Nike running
shoe[Nike and Apple, 2006]. That system has had limited
market success so far, but has shown that there is consumer
interest. The primary use case for this system is to record and
analyze a runners athletic performance. That system is built
to facilitate the user’s athletic training, not to allow theuser
to train the system. We uniquely address the problem of a
context aware music player that learns a users preferences.

Other researchers have studied the relationship between
a users activity and the music selection played for them.
In [Parket al., 2006] the authors explore the idea of using
Bayesian networks to predict the proper music for the current
situation. The authors used a fairly small set of attributesto
describe the context. The authors only used attributes from
the large area context such as weather, user gender, time and
season.

Sonic City[Gayeet al., 2003; Gaye and Holmquist, 2004]
developed a wearable jacket that created music based on the
sensed light, noise and movement. In this experiment the user
and the environment together create music.

[Elliott and Tomlinson, 2006] developed a system that cor-
relates the song played to a users pace. This system used
machine learning to determine which song to play, matching
the song’s beats per minute(BPM) to the users pace. While
this naive approach provides a level of context aware music it
is not sufficient. For one this does not address the question of
what music to play when a user is not active or when partic-
ipating in an activity such as bicycling where the concept of
pace is not well defined. Secondly in our experiments BPM is
not sufficient to characterize a piece of music. We found some
pieces of music with high BPM that our user found suitable
to low activity level, and pieces of music with low BPM that
were suitable for high activity level.

3 Motivation
The XPod concept is based on the idea of automating much
of the interaction between the music player and its user. The
XPod project introduces a “smart” music player that learns
its user’s musical preferences for different activities, and tai-
lors its music selections accordingly. The device is able to
monitor a number of variables to determine its user’s levels
of activity, motion and physical states at the current moment
and predict what music would be appropriate. The XPod user
trains the player to predict the preference of music under var-
ious conditions. After an initial training period, XPod is able
to use its internal algorithms to make an educated selectionof
the song that would best fit its user’s emotion and activity.

Before playing a song the internal algorithm is used to pre-
dict the users rating of that song in their current state. That
prediction is used to weigh the chance that the current song
will be played. A song with a low expected rating may be
skipped in the current state. Every song has a chance of be-
ing played at any time. This is done so that the XPod explores
the feature space and does not get stuck playing a few songs.
For example if a song is rated zero once, that should not be
interpreted rating that song as zero in all contexts. In a differ-
ent state that song might be rated a four. Our goal would be
to model the level of knowledge for every song; then use that

Figure 2: An author collecting training data.
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Name Type

Input

Galvanic Skin Response Real value
Mean Acceleration Longitudinal Real value
Std. Dev. Acceleration Longitudinal Real value
Mean Acceleration Transversal Real value
Std. Dev. Acceleration Transversal Real value
Skin Temperature Real value
Heat Flow Real value
Heat Flow Cover Real value
Transversal Cadence Integer
Longitudinal Cadence Integer
Time of Day Integer
Day of Week Integer
Song Genre Symbolic
Song Artist Symbolic
Song Album Symbolic
Song Title Symbolic
Beats Per Minute Integer

Output User’s Action Integer{0-4}

Table 1: Input and output fields for XPod classifiers.

model to weight the trust we have in the rating. At this point
we used a fixed discount of the predicted rating.

We propose a form factor illustrated in Figure 1 where
the device is mounted on an armband matching the current
widespread usage patterns of MP3 players. In addition a de-
vice on the arm can capture an accurate view of how a user is
moving his or her body.

4 XPod Dataset
The XPod system is comprised of a standard MP3 playing de-
vice and a human body sensor. The device tracks and stores a
record of song meta-data as a song is played, including artist,
album, genre, title, and beats-per-minute. In addition, the
system records the time of day, a user’s rating (from 0 to 4
stars), and a full range of physical responses from the user’s
body. The full set of attributes recorded are detailed in Table
1. These measurements include skin temperature, heat flow,
two dimensions of acceleration, cadence, and galvanic skin
response, which is a measure of how much sweat is on the
user’s skin. Each of the symbolic attributes, artist, album, ti-
tle, and genre are all expanded into a large number of binary
attributes. This was done so that the symbolic attributes could
be accurately handled by the numerical algorithms, such as
SVMs and neural networks. For this reason the total num-
ber of attributes in our experiments, including the user state,
is 289. Typically each instance is a sparse array with most
attributes set to 0 or false.

To gather the information about the user’s physical state, a
BodyMedia[BodyMedia, 2006] device was used. This device
straps on to the arm, and broadcasts its readings wirelessly
to a nearby system, which records the data for use by the
XPod. The BodyMedia device is capable of monitoring a
user’s physiological and emotional state[Nasozet al., 2003].
In this paper we focus on the physiological state; however
this system should be able to adapt musical preference to the
emotional state.

Genre Artists Tracks
Alternative Rock Red Hot Chili Peppers 17

Blues Louie Armstrong 20
Electronic M.I.A. 12

Funk Mofofunka 15

Hip-Hop
Black Eyed Peas 14
Digable Planets 11

Kanye West 20

Jazz
Art Blakey 8

John Coltrane 13
Miles Davis 10

Reggae Bob Marley 10

Rock

Beatles 11
Phish 16

Rolling Stones 10
Grateful Dead 8
Jimi Hendrix 6

Santana 9
Ska Tokyo Ska Paradise Orchestra 27

Table 2: Music library.

5 Machine Learning Algorithms

To test the XPod, we trained several independent learning al-
gorithms on our test data. To construct our dataset, we gath-
ered 239 different mp3 song files. Each song was analyzed to
find the beats per minute. A researcher collected training in-
formation using a prototype system. The prototype shown in
Figure 2 involved a tablet computer and a BodyMedia device.

A researcher on the XPod team proceeded to record train-
ing instances in a variety of physical situations (exercise, mild
activity, rest, etc.). A training instance, or data point, includes
a value for each field in Table 1. 565 training instances were
recorded. For each instance the XPod player would rate a
song and play that song. If the rating matched the researcher’s
preference he took no action. If the rating did not match the
preference the researcher gave the song a rating from 0 to 4,
reflecting how appropriate the researcher felt the song was at
that time. A rating of 0 would result in the music player skip-
ping the remainder of the song. Each classification algorithm
was trained on some or all of the training instances. That
training was used to predict how a user would rate a song in
the future.

It is our goal to show that a music player can choose
the contextually correct music if it uses information abouta
user’s physiological state. To prove this theory we created
two sets of machine learning systems, those trained with user
state information, and those without user state information.
“State” refers to the array of information gained from the
BodyMedia device, as well as any other outside information,
such as date and time. Due to our small sample size, activity
can be inferred from the date and time. For this reason those
variables where included in state information. We will con-
sider our experiment successful if the system is more accurate
when it has access to the state information than when it does
not have access to state information.

We used 10 fold cross-validation to measure the accu-
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(a) % Accuracy of various learning algorithms. (b) RMSE of various learning algorithms.

Figure 3: Performance of learning algorithms

racy of the machine learning algorithms. We also experi-
mented with Leave-One-Out-Cross-Validation(LOOCV). We
found very similar results between the two methods. Since
LOOCV is much more expensive we have reported the re-
sults of 10 fold cross-validation. We used classifiers from the
open source Weka library[Witten and Frank, 2005] and neu-
ral networks from the open source Joone library[Marrone and
Team, 2006].

In the following experiments each training instance could
be classified into one of five classes. The expected perfor-
mance of a random algorithm would be 20%. All of the algo-
rithms performed significantly better than random.

5.1 Decision Trees
The first classifier used was the decision tree algorithm
(J48)[Quinlan, 1993]. When learning without state, the de-
cision tree was able to properly classify the training data
39.47% of the time. However, when using state, the decision
tree was able to properly classify the training data 41.06% of
the time. The accuracy of decision trees was not the best in
the survey, however they do show a slight (2%) advantage of
using state information in the learning algorithm. The poor
generalization of J48 can be seen in the fact that the system
not using state information had less error than the system that
did use state information.

5.2 AdaBoost
The J48 classifier improved significantly when it was boosted
with AdaBoost (AdaBoostM1)[Freund and Schapire, 1996].
This classifier was correct against the training data 39.47%
without state, and 46.55% with state. AdaBoost suffered from
the same generalization performance inversion as the original
J48 classifier. This showed that AdaBoost is somewhat effec-
tive at increasing the performance of the J48 algorithm.

5.3 Support Vector Machine (SVM)
The third classifier we experimented with was support vector
machines (SMO)[Platt, 1998; Keerthiet al., 2001]. SVM’s
generalized well and had a little improvement when using
state (43.19%) over not using state (40.89%). In this case
the SVM was almost able to divide the dataset into the re-
searcher’s preference based solely on the musical data. When
adding in state, the dimension space changed minimally, ad-
justing enough to shuffle a few incorrectly classified instances
to the proper area.

The small difference between the SVM trained with state
information and without state information, (2%) is likely a
result of the relatively large feature space and small training
set. The expressiveness of the second order kernel allows the
SVM to identify the user’s preference without the state infor-
mation.

5.4 K-Nearest Neighbors(KNN)

We had surprisingly positive results from the lazy classifier:
k-nearest neighbors (IBK)[Aha and Kibler, 1991]. We al-
lowed Weka to choose the optimal number of neighbors. The
best number of neighbors was found to be 9. Results showed
a 7% increase in accuracy when using state (46.72%) over not
using state (39.82%). More importantly KNN had a low root
mean squared error (RMSE) (0.3753).

5.5 Neural Networks

We had very promising results from a neural network trained
on this data-set. We created a three layer network with 288, or
276 inputs depending on whether state information was used.
A small hidden layer and a single neuron output was used.
We experimented with a variety of different size hidden lay-
ers from 1 to 50. The results of these experiments are shown
in 4(a) and 4(b) We found very similar results with a small
number of hidden nodes, 3, as when we used a large number
of hidden nodes, 50. As the size of the hidden layers grows,
the accuracy of the network using state information does not
increase much. However the accuracy of the network not us-
ing state information does increase. We believe that the more
complex networks are better at memorizing erroneous infor-
mation to accurately rate the songs.

We had difficulties with over training. The network would
find the best validation error in the first 100 training epochs.
We used early stopping to keep the best network on the vali-
dation data. We are investigating ways to avoid this problem.
We were able to achieve respectable performance with a net-
work given state information. That network correctly classi-
fied instances 43.54% much better than the 31.87% accuracy
without state information. This is not the best percent accu-
racy, however it did get the best results in terms of RMSE
(0.17). The neural network had a fraction of the RMSE of the
other methods.
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(a) % Accurately identified using different size hidden layers. (b) RMSE using different size hidden layers.

Figure 4: Performance of different size networks.

6 Conclusion and Future Work

Our goal is to show that a music player trained with a user’s
physical activity and preference can choose the contextually
correct music. All of the systems evaluated performe signif-
icantly better than random(20% accuracy). As shown in Fig-
ure 3(a), given state information every system chooses the ex-
actly correct label more often than the same algorithm with-
out state information. For each testing instance there are five
possible categories. Figure 3(b) shows that the tree based al-
gorithms tend to generalize poorly, evidenced by the fact that
systems using state information had greater RMSE than the
systems not using state information. The other algorithms
were able to generalize well and achieved high accuracy and
low RMSE.

We believe that if we collected still more training instances
the difference between the performance of the statefull and
the stateless system would grow. Presumably if we collected
enough training instances we would find a pair of instances
that are identical on all non-state attributes but have different
ratings. Then any classifier without state information would
have to give both instances the same label. However only
one could possibly be correct. A classifier given the same
instance including the state information has a chance to clas-
sify both instances correctly. Therefore if we collected more
training instances the difference between stateful and state-
less systems should increase.

Although the lazy classifiers tended to perform well, in
practice this may not be the case. Specifically, a portable mu-
sic device is not likely to have high processing power. Given
an active user of such a device, listening for multiple hours
a day over the course of one or two years, the device would
search an instance space of over tens of thousands of data
points. Performing a calculation like this may be more than
inefficient: it could be wholly impractical.

Support vector machines may be well suited to the task
as they can begin to classify new instances having very little
training data to build on. From the end-user’s perspective,this
is a desirable feature, as the user would need to spend very
little time setting up the system, and more time enjoying the
benefits. Further, SVMs are capable of classifying in a very
high dimensional space while only performing calculationsin
a much smaller number of dimensions. However it is not clear

if SVMs could be created on a constrained device. Perhaps
the SVMs would be created on a unconstrained device such
as a PC. Then the trained SVM would then be transferred to
the portable device. Even constrained devices can evaluatea
SVM.

Decision trees would likely be the most computational fea-
sible classifier, as they can be converted into a rule set, which
can be evaluated very rapidly. As we’ve shown in this appli-
cation, decision trees perform better with boosting.

Our view is that the neural network is the most promising
result. Although it did not get the highest exact accuracy it
tended to get very close to the right answer, reflected in the
small RMSE. Since the result was used to influence pseudo-
random choice of music it is actually more important to be
close than to be exactly accurate. For example if the correct
rating should be 4 but the system responds with 3, that will
result in a low RMSE, but will not count towards the percent
correct. A rating of 0 would result in the same percent ac-
curate, however a much higher RMSE. Since a song rated 0
would be skipped, but a song rated three or four would likely
be played, a close answer is almost as good as the correct an-
swer. For that reason we feel that the low RMSE of the neural
network indicates that it would be the most useful algorithm.
Many embedded devices such as mobile phones already em-
ploy neural networks, therefore it should be possible to use
neural networks in mobile music playing devices.

In future work we will investigate other meta-data that
could be associated with the music. We have used relatively
simple music analyzing software to find the beats per minute,
however it is possible to find much more by analyzing the
music[Logan and Salomon, 2001]. It would also be interest-
ing to investigate human generated meta data in community
systems such as the Pandora Project[Westergren, 2006] or
Audoscrobbler[Audioscrobbler, 2006]. Any new meta-data
regarding songs could be included as additional inputs into
the machine learning algorithms. We will investigate aug-
menting the training instances already collected with addi-
tional meta-data. Our goal will be to see if there is a signifi-
cant increase in performance given new information.

We will investigate prototyping this system in a physical
device. While the BodyMedia device provides many different
attributes a satisfactory system could likely be built witha
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selection of those attributes. An inspection of the decision
tree built by J48 shows 20 decisions based on acceleration,
almost four times more than the sum of all decisions based
on other state variables.

Nokia research has generously granted our research group
two 5500 Sport phones[Nokia, 2006]. These phones have ac-
celerometers to measure a users activity level and the capabil-
ity to play MP3’s. We expect to implement the XPod system
on this device in the near future.

We have shown the relative advantages of different ma-
chine learning systems at choosing the contextually correct
music. People have shown an interest in this type of system.
However more works need to be done to further refine this
system.
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Abstract
This paper presents a distributed knowledge rep-
resentation and active data fusion system suitable
for use in Ambient Intelligence applications. The
architecture is based on the idea of an ecosystem
composed by interacting artificial entities. They
collaborate to perform an intelligent multi-sensor
data fusion according to the guidance of an active
classification layer. The approach has been thor-
oughly tested in simulation, and part of the archi-
tecture has been exploited in many applications.

1 Introduction
The Ambient Intelligence (AmI) paradigm is aimed at de-
signing distributed systems which are able to build a context
model on the basis of sensor data collected by networks of de-
vices, to reason about such a model and then to interact with
users by providing them with context-based services through
actuators.

During the past few years, several approaches have been
proposed to support the idea of a Smart Space, i.e., a func-
tional interface to services designed to improve the users’
quality of life. A Smart Space requires efficient methods
to manage the information flow exchanged by such ser-
vices. This complexity arises from the mutual role played
by different disciplines, encompassing topics which range
from health care monitoring [Barger et al., 2005] to mobile
robotics [Broxvall et al., 2006] , from intelligent surveillance
applications [Kong et al., 2005][Chen et al., 2003] to knowl-
edge representation [Augusto and Nugent, 2005]. Moreover,
the related growth of the networks connecting sensors and
actuators to cognitive subsystems requires the aggregation of
possibly ambiguous information. As a consequence, reliable
data fusion techniques must be used.

The goal of data fusion is to maximize the useful informa-
tion content acquired by heterogeneous sources in order to
infer relevant situations and events of the observed environ-
ment. In order to be reliable, data fusion does not operate in
isolation: on the contrary, it must be supported by a priori
knowledge guiding data interpretation, and it must cooperate
with a system providing data acquisition, filtering, etc.

Several data fusion models have been designed and suc-
cessfully used in different applications reported in literature.

In particular, the extended JDL (Joint Directors of Laborato-
ries) model [White, 1998] hypothesizes that information ac-
quisition can be modeled as a five layers process. With re-
spect to this framework, present AmI systems mainly address
data fusion at the numerical level, usually exploiting sound
and well-defined techniques like bayesian inference (such as
the well know Kalman Filter [Dhaher and MacKesy, 2004]),
parameter estimation [Kong et al., 2005], Fuzzy Logic [Chen
et al., 2003] [Hagras et al., 2003] or other methods, disre-
garding data fusion at the symbolic level.

In this paper we propose a multi-agent cognitive architec-
ture able to actively select the sources of information needed
to further classify current situations, according to some pre-
defined model. In Section 2 we introduce the main concepts
related to our architectural approach. In particular, we fo-
cus on its distributed data fusion capabilities in the context of
AmI applications. In Section 3 we focus on the representation
at the symbolic level, detailing how this layer guides the low
level knowledge acquisition process. Next, actual implemen-
tation and experimental results are presented and discussed.
Conclusion follows.

2 A Distributed Approach to Data Fusion
In AmI, the original definition of an ecosystem [Odum, 1959]
can be extended to validate the intuition that a Smart Space
is an ecosystem whose artificial entities interact for the ful-
fillment of their goals: among them, it is possible to identify
also the “well being” of the users. The presented architecture
is designed to support numerical and symbolic data fusion.
Data fusion is considered a decentralized process managed
by several cognitive-oriented entities. Therefore, the archi-
tecture of the data fusion process is mapped onto the ecosys-
tem’ structure.

A Smart Space can be modeled as a collection of agents
{α}, performing different tasks. Agents can be classified
into two disjoint sets: whilst device-related {αd} agents man-
age sensors for data acquisition or actuators, cognitive {αc}
agents perform data interpretation and apply control rules to
guide the system behavior.

In the context of an AmI system, {αd} agents deal with
hardware devices, thus providing cognitive agents with data.
Moreover, they can also perform preliminary data analysis
and react to emergency situations by simple data inspection
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(e.g., checking if a numerical value is over a given thresh-
old). {αc} agents apply control rules to incoming data in
order to issue low level references back to {αd} agents. They
can be organized in networks performing tasks related to data
filtering, feature extraction, symbolic inferences, knowledge
representation, data fusion and planning.

Despite the fact that an exact formalization is outside the
scope of the paper, each agent αj can be formally defined as
a 4-element vector, αj =

〈
θ, γ, ι, ω

〉
, where θ specifies the

agent capabilities, γ is a set of goals that αj can contribute to
achieve, and ι and ω are operators returning, respectively, the
set of data needed by αj to perform its tasks and the set of
data produced by αj . Agents can aggregate in more complex
niches, characterized by a common goal g to fulfill. We define
a goal g as the result of n cooperating agents. In particular,
g = ω(Ag), where Ag = {αj : j = 1, ..., n} is the niche
of the involved agents, and ω is the previously introduced
operator returning the relevant output data of Ag .

With respect to a higher level of complexity, niches them-
selves can be modeled as agents and, as such, they are pos-
sibly part of larger niches. These considerations allow us
to use indifferently the generic term “agent” in the follow-
ing discussion, and to adopt a recursive definition of agent,
αk = Ag = {αj : j = 1, ..., k − 1, k + 1, ..., n}.

It is worth noting that the given definitions do not assume
any specific restriction about agent situatedness or inter-agent
communication. It seems reasonable to assume that {αd}
agents should be considered embedded in the devices they
are dealing with, while no assumption is made about embodi-
ment of {αc} agents. Nonetheless, if agents are distributed in
a network according to specific needs, communication should
be guaranteed. Thus, we assume that, for each pair (i, j) of
communicating agents, it does exist a communication chan-
nel ci,j , (formally, ∀αi, αj∃ci,j(αi, αj)), where αi and αj are
cooperating agents such that (a subset of) ι(αi) is provided by
(a subset of) ω(αj) or viceversa.

3 Modeling Data Fusion as an Ecosystem
The JDL extended model is a five layers architecture specif-
ically designed to deal with heterogeneous information pro-
vided by multiple sources. In the following, the JDL model
is used as a framework to discuss the data fusion capabilities
distributed throughout the proposed architecture.

3.1 Level 0: Sub-object Assessment
Level 0 involves acquiring, filtering and processing raw data
in order to extract feature based information. In our work,
Level 0 capabilities are achieved through a tight coupling
among device and cognitive agents. Usually, a suitable niche
can be designed according to the goals of Level 1, i.e., arrang-
ing incoming data to fit predefined formats. Thus, raw data
coming from {αd} are usually preprocessed and then sent to
the proper cognitive agent for feature extraction.

Consider an user tracking system based on camera images.
Level 0 could involve the fulfillment of the goal gbb, to obtain
bounding boxes from image data. This task can be achieved
by instantiating the following niche, or agent, αbbe = Abbe =
{αd

cd, α
c
be}, where bbe stands for “bounding boxes extractor”,

αd
cd is a camera device and αc

be is an agent implementing a
bounding box extraction algorithm.

3.2 Level 1: Object Assessment
The main goal of Level 1 is to arrange data acquired by Level
0 in models relating information to symbols, i.e., the symbol
grounding [Harnad, 1990]. Still unsolved in its general for-
mulation, the symbol grounding problem arises whenever a
symbolic component is added to an artificial system.

Numerical data fusion and data association techniques do
not deserve further investigation here. It suffices to note that,
with respect to the introduced tracking problem, at this level
we could add to the Level 0 niche a suited collection of agents
(e.g., a Kalman Filter agent αc

kf and a motion model agent
αc

mm) to provide, e.g., the estimated position of the target.
Our architecture deals with symbolic knowledge represen-

tation and data fusion by introducing a new agent αc
kb man-

aging a knowledge base represented by a Description Logic
(DL). DLs consist of a Terminology Box (TBox), represent-
ing concepts, descriptions and relationships (roles), and an
Assertional Box (ABox), describing the actual scenario using
the ontology described by the TBox. In our case, we focus
on the problem of active monitoring of aging and disabled
people: in particular, we want to design a pervasive system
supervising their activities and reacting to emergency situa-
tions whenever they arise.

αc
kb allows symbolic data fusion by using two layers: a

representation of the Smart Space and its related information
space, i.e. “objects” and devices of the physical world, along
with their associated data, and the data fusion structure, re-
sponsible for the creation of meaningful concept instances
from base symbols corresponding to sensor data. In order to
update the ABox in real time, we assume the availability of a
comprehensive niche of agents providing αc

kb with heteroge-
neous data. Describing in detail all the concepts introduced in
the TBox is impossible within the scope of this paper. There-
fore, we discuss only the concepts used in later paragraphs.

Modeling the Smart Space
The TBox maintains a topological representation of the en-
vironment, which is divided in places (using the Place con-
cept, e.g. KitchenPlace), and then in areas. Further spec-
ifications of Area, e.g. ToiletteArea or StoveArea, are
defined.
Entity serves as a base concept for Object, User and

Robot. Each Area contains Objects, which are classified
according to their type (e.g., Shelf, Table, etc.). Each
Object is characterized by a Position within the envi-
ronment (metric or symbolic, e.g., a given Area) and other
information according to the Object itself: e.g., a Shelf
keeps track of the contained objects using the role contains.
A Device is an Object with a current State, whose in-
stances are updated regularly by device agents. Devices
are classified in SensorDevice, characterized by an influ-
ence area, (i.e., their scope in the environment modeled as
a collection of areas: in AL syntax, ∀scope.Area), and in
ActuatorDevice. For each physical device type (e.g., cam-
eras, windows, doors, etc.), a corresponding child of Device
is introduced, e.g. CameraDevice or WindowDevice.
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User and Robot model users monitored by the system and
(mobile) robots interacting with the Smart Space. Each
Entity can perform Actions: modeled Actions include
UserActions (e.g., ToBeSomewhere or ReadSomething),
RobotActions (e.g., GoToPlace or AvoidObstacle) as
well as ObjectActions, like FallDown, etc.

In our architecture, each device is managed by a specific
agent. An Agent is defined using an AL definition corre-
sponding to the one introduced in Section 2, using roles link-
ing to the concepts Capability, Goal, and Data. Next,
a DeviceAgent is modeled as a child of Agent with an
additional role specifying its controlled Device. For each
Device concept (e.g., CameraDevice), a corresponding
DeviceAgent is introduced (e.g., CameraDeviceAgent),
characterized by some Data. As an example, consider a
bounding box feature, as provided by αbbe (see Section 3.1):
it is modeled as a child concept of Data, characterized by
specific information related to the feature itself through the
use of roles.

In this layer, the ABox contains instances of the concepts
Device, Entity, Area, Data, etc. Sensory data are mapped
to instances of Data, thus updating specific roles of Device
instances. Therefore, they are not really given a semantic
meaning. For these reasons, this layer does not suffer from
the symbol grounding problem, because association between
sensor data and symbols is designed a priori.

Symbolic Data Fusion
Symbolic data fusion is achieved through subsumption,
which is the main reasoning scheme provided by DLs. Given
two concepts, namely C1 and C2, we say that C1 is subsumed
by C2 (and we write C1 v C2) if C2 is more general than or
equivalent to C1. Specifically, subsumption operates on con-
cept descriptions. In the following, given a concept C, we
will denote its description D by defining an operator δ such
that D = δC, and its instances I by an operator ξ such that
I = ξC.

Consider again the problem of user position tracking. Sup-
pose we are only interested in determining the areas visited
by the user. At our disposal we have three sensors: one cam-
era and two PIR (Passive Infra Red) detectors. A niche is ar-
ranged as follows. Three device agents, αd

cam, αd
p1 and αd

p2,
are present. αd

cam provides a cognitive agent αc
bbe with raw

images. αc
bbe extracts bounding boxes from the images which

are then passed to another agent αc
blob, able to extract color

blobs from the bounding boxes. These data are used to asso-
ciate a specific bounding box with an user, whose dress colors
are supposed to be known. The details are not really relevant:
in AmI applications, it could be possible as well to use in-
telligent wearable technology and RFID tags to perform this
association. The symbol grounding problem which should
arise is therefore simplified by the redundancy of the sensor
network. On the contrary, αd

p1 and αd
p2 are not able to infer

user identity, but they can provide boolean information about
the presence of someone in a specific area (according to the
sensor range and position).

In the ABox, cameraDev is a CameraDevice, while
pirDev1 and pirDev2 are instances of PIRDevice. The
niche of cognitive agents composed by αc

bbe and αc
blob is

abstracted by functionality in getUserIdAgent, control-
ling cameraDev. getUserIdAgent provides data about
user identity, i.e., instances of the CameraData concept.
pirDev1 and pirDev2 are managed by pirAgent1 and
pirAgent2, respectively. Each User is characterized by a
role id specifying its identity, such that ∀id.CameraData,
and by a Position i.e., a collection of areas.

The data fusion process is managed by checking the sub-
sumption between the scope role of each Device (see Al-
gorithm 1). The CameraData concept is used to identify the
instance of the Userwhose position is to be computed. More-
over, the user position is initialized to the description of the
cameraDev.scope role. Assuming that the camera is able
to observe three areas, namely area1, area2 and area3 in
the ABox, the description d is inizialited to area1uarea2u
area3. Then, for each PIRDevice such that something was
detected, the role scope is checked. Again, assuming that
dp1 = δpirDev1.scope = area2 u area3 and dp2 =
δpirDev2.scope = area2, we have d v dp1 v dp2. As a
consequence, dp2 = area2 is the new user position.

Algorithm 1 Compute User Area
Require: id = ξCameraData; p1, p2 = ξPIRData
Ensure: user area

1: for all u such that u = ξUser do
2: if id v δu.id then
3: d = δcameraDev.scope
4: for all p such that p = ξPIRDevice do
5: if d v δp.scope then
6: d = δp.scope
7: end if
8: end for
9: end if

10: δu.pos = d
11: end for

In other words, symbolic data fusion processes are carryed
out by adding cognitive agents cooperating with αc

kb, which
implement the required algorithms. For example, Algorithm
1 is implemented by a cognitive agent αc

cua. Moreover, be-
cause for each cognitive agent there is a symbolic counterpart
within the knowledge base, each data fusion process can be
thought of as an epistemic operator K operating on concepts
described by the input and output data of the corresponding
αc when a particular configuration of sensor data is updated.

3.3 Level 2: Situation Assessment
In this Level relationships among Level 1 objects are estab-
lished, on the basis of the ontology and the scenario defined
in Level 1. As previously pointed out, we are interested in
tracking (sequence of) situations in order to detect and to re-
act to arising anomalies. Therefore, we provide the TBox
with another layer modeling the situations we want to moni-
tor. Because we are using a DL-based language, we implicitly
obtain a hierarchical representation.

Modeling the Situations
In this work, situations are considered predicative struc-
tures stating facts about the current state of the environ-
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ment. Therefore, the Situation concept is intruduced to
establish a mapping between an Entity and some Action
or event. The concept is detailed using intermediate base
concepts (e.g., BeingSomewhere or ReadingSomething),
related to the childs of Action (e.g., ToBeSomewhere
or ReadSomething) and to other concepts, depending
on their nature: e.g., BeingSomewhere is connected to
Place through the role inPlace and to Area through
the role inArea. While Situations are aimed at cap-
turing the current events occurring within the environ-
ment, Actions represent actual instances of actions fired by
an Entity: Situations are then metarepresentations of
Actions. The Situation concept can be further special-
ized: e.g., BeingSomewhere subsumes child concepts like
BeingNearToilette, BeingInBed, BeingNearStove
etc., characterized by role inArea restricted to be, respec-
tively, ToiletteArea, BedArea, StoveArea etc.

As long as new Data become available at the sym-
bolic level, new instances of Situation are created within
the ABox. Despite its simplicity, for each intermediate
Situation branch, this tree-like layer proves to be effective
in simulation experiments. It is characterized by a number of
advantages compared to other more complex models: (i) it is
easily manageable and extensible: new Situation branches
can be added by creating new concepts, given that the sys-
tem is able to distinguish among different situations through
(a combination of) sensor data, i.e., through an opportunely
defined niche of agents; (ii) its creation can be automated:
actual work is focused on creating decision trees from data
sets obtained in simulation whose nodes are concepts conve-
niently defined; (iii) using the subsumption, a system exploit-
ing the tree for managing an active monitoring system can be
easily implemented.

Consider the following example, explaining how the data
fusion process can be carried out at this Level. Assume
that we are tracking the activities of u = ξUser in-
side the kitchen, and that the system inferred that u is
inside KitchenPlace, using data coming from a cam-
era. Therefore, a1 = ξToBeInsideTheKitchen v
ToBeSomewhere is instantiated. This fires the creation of
s1 = ξBeingInsideTheKitchen v BeingSomewhere.
Along the Situation tree, s1 could be further detailed
with the knowledge of the actual Area inside which u is
located. The different possibilities are known in advance
since each Place is divided in Areas. To achieve this goal,
the system could query the status of the the PIR sensors lo-
cated all over the kitchen, using Algorithm 1, implemented
by a cognitive agent αc

cua. Assume again that StoveArea
is the output produced by αc

cua. In other words, once the
Place is known, an operator Kcua can be fired, producing
new Data symbols, and thus ultimately instantiating a new
s2 = ξBeingNearStove: because s2 v s1, s1 is replaced
by s2 as the actual situation for this branch of the Situation
tree.

Basically, for each epistemic operator K relative to an user
u it is possible to derive a new description to be added to its
situation s. Obviously, this description (which we define as
δK) is operator dependent. This implies that, for each branch-
ing concept of our Situation tree, we must implement an

epistemic operator K providing the necessary δK to further
detail the classification, i.e., a corresponding αc

K is to be is-
tantiated, conveying the required information to perform data
fusion.

Algorithm 2 Classify Situations
Require: K
Ensure: classification or alarm

1: s = ξSituation
2: if K is fired then
3: δs = δs u δK
4: if δs v⊥ then
5: unexpected classification: fire an alarm
6: end if
7: end if

The overall process can be modeled at the metalevel us-
ing a new epistemic operator Kc, where c stands for “clas-
sification”, implementing Algoritm 2. If δs is inconsistent,
an alarm can be fired. In this way, whenever a Situation
has child concepts, the system can fire the proper epistemic
operator to produce the description able to push further the
classification.

For each Entity, the complete current state can thus be
inferred by simply considering the superimposition of the
most recent instances of the Situation concept relating the
Entity itself to each intermediate base concept introduced
so far. Composing Situations originated from different
tree branches, it is possible to build more complex represen-
tations of the environment. For example, assume the avail-
ability of another epistemic operator, Kss, corresponding to
a niche of agents communicating information about the de-
tection of smoke by a specific sensor located over the stove.
This operator provides the system with a description δKss

producing, e.g., s3 = ξSmokeNearStove. The combined
Situation s = δBeingNearStove u δSmokeNearStove
can thus be inferred, suggesting that maybe u is cooking.

Detecting Sequences of Situations
As an example of how to use the symbolic data fusion
mechanism presented so far, we focus in this Section on
the problem of detecting classes or sequences of situations.
This task can be accomplished by adding new concepts to
the knowledge base and new corresponding operators. Se-
quences of situations are modeled using the SitSeq concept,
which is a collection of situations managed by a role madeOf
such that ∀madeOf.Situation. A particular SitSeq is
MonitoredSitSeq, specifying the interesting Situation
to be monitored through the role interesting.

When Kc is fired, the corresponding Situation in-
stance is added to the madeOf role. In order to detect
sequences, several approaches are equally legitimate. For
example, the frequency at which situations occur is an
important indicator of periodic user behaviors. Consider
the problem of monitoring user health status by check-
ing its visits to the toilette. This can be achieved by in-
stantiating a new concept, ToiletteSeq, characterized by
∀interesting.NearToilette. Each time the madeOf
role is updated, its definition is compared to δinteresting.
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By applying a new operator Ka implementing an alarm con-
dition (based, e.g., on the frequency of the occurrences of
the interesting Situation in δmadeOf), it is thus possible to
fire specific alarm behaviors. For example, if the user is liv-
ing in a private apartment within an assisted-living facility, a
remote operator in the nursery can be notified about the user
problems.

3.4 Level 3: Impact Assessment
The Level 3 of the JDL model is responsible for predicting the
effects of the system behavior over the entities (users, robots
or devices) modeled by the system itself. Each Device is
augmented by a description of its behavior modeled as a state
machine. The purpose of this representation is twofold: (i)
modeling each device as a fluent, i.e., an entity whose state
changes in time, in order to reason at the temporal level;
(ii) determining expected state values given the actual state
and inputs, thus being able to detect device faults and re-
act accordingly. This design choice can be extended to in-
volve a planning system, embedded in the representation and
data fusion system, able to predict the sequence of actions
(and, above all, their estimated effects on the environment
and users) necessary for the fulfillment of a given goal. The
system can be implemented in practice by defining a new op-
erator Kp to perform the planning process. Our approach is
very similar to the one described in [Mastrogiovanni et al.,
2004], thus not deserving further details.

3.5 Level 4: Process Refinement
Level 4 deals with topics ranging from learning to input re-
finement or inter level information flow management. As pre-
viously discussed in Section 3.3, learning is the focus of ac-
tual work, so it is not longer discussed here. Input refine-
ment is managed by our architecture as follows. A simple
mechanism, introduced in Section 3.4, is used to infer pos-
sible device faults. If it is the case, or if a particular device
is needed within a particular area (e.g. a gas sensor to detect
gas leaks), the device network can be physically reconfigured
through the use of mobile robots. In our perspective, mo-
bile robots are mobile extensions to the Smart Space. They
are provided with local device or cognitive agents communi-
cating with other distributed niches. Given the high level of
system integration, cognitive agents running on fixed work-
stations can cooperate with device agents on board of mobile
robots. As a consequence, the operator Kp can be used to in-
stantiate a new Problem whose corresponding solution will
be used to move the robot toward the specified Area, thus
implementing the reconfiguration.

Inter level information flow management deals with tech-
niques able to guide data acquisition. In our architecture, this
can be accomplished by a new operator, Kac, performing an
active classification procedure over the Situation concepts.
Recall the Situation hierarchy introduced in Section 3.3.
For each branching level, we assume the availability of a cor-
responding epistemic operatorK able to provide a description
δK useful for the classification. Whenever a Situation con-
cept has a non null set of child concepts, and no information
is available from the corresponding operator, the system can
decide by purpose to query the specified cognitive agent or

Figure 1: (Left) The simulation environment; (Right) Map of
an on going experimental set-up.

to instantiate an alternate method to obtain the same informa-
tion, i.e., by requiring a network reconfiguration through the
use of mobile robots.

4 Implementation and Experimental Results
In our actual implementation, {αd} agents exploit the Eche-
lon LonWorks Fieldbus for distributed control and program-
ming. {αc} agents are implemented using ETHNOS, a multi
agent framework developed for distributed Robotics and AmI
applications [Piaggio et al., 2000]. The knowledge base is de-
veloped embedding in ETHNOS Classic, a Description Logic
which guarantees sound and complete subsumption infer-
ences. Planning capabilities required by Level 3 are achieved
using a PDDL compatible planner.

The cognitive agents of our framework have been tested
in a simulation environment built using the architecture it-
self [Capezio et al., 2006]. It consists of a niche composed
by agents implementing simulated devices and user behav-
iors, visual interfaces (see Fig.1 on the left), etc. Simulated
experimental results are carried out by adding specific agents
implementing instances of patterns of user activities, and pro-
viding sensors with data sets recorded through real sensors
(particular data sets have been developed to simulate fire, gas
leaks, etc.).

Algorithm 3 Base Pattern
Require: A = {a1, ..., an}; E = {e1, ..., em}; Epdf

Ensure: A specific user behavior
1: for all i such that i = 1, ..., n do
2: perform action ai

3: choose j according to Epdf

4: fire the event ej

5: end for

Each base pattern (see Algorithm 3) is a sequence of
parameterized actions, e.g., movements, interactions with
the environment, etc. Examples of base patterns are
Aanswer−phone−call = {answer, talk, hang-up} or Alunch =
{goto-kitchen, goto-stove, cook, wait(1), goto-table, eat}. It
is worth noting that not all the actions are treated as discrete
events: e.g., user movements (i.e., goto-someplace) corre-
spond to trajectories in the Cartesian space. Moreover, during
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each iteration in Algorithm 3, an event ej is chosen to pos-
sibly introduce a perturbation in the current action. Events
can range from waiting a certain amount of time to interact-
ing with appliances, from receiving phone calls to completely
changing the current pattern with a new one. Events are se-
lected according to a non-uniform outcome probability distri-
bution Epdf .

In all the experiments, αc
cua and αc

bbe are able to track the
user with cameras, PIRs, lasers and other sensors, maintain-
ing also multiple hypotheses through subsumption. Another
agent, αc

fa, is able to fire alarms whenever the user remains
in the BedArea for more than a specified time, i.e., the corre-
sponding situation BeingInBed lasts for too long. Moreover,
the ToiletteSeq sequence of situations is detected multiple
times, thus firing proper alarms.

Specific experiments are aimed at testing the active clas-
sification system. For example, during the execution of the
pattern Alunch, after the user has moved to the StoveArea,
the event AnswerPhoneCall is selected. This implies that
the current pattern is replaced by Aanswer−phone−calls. After
some time, αc

kb is not updated with the expected information.
Thus, a specific query to αc

ss is made. If the smoke sensor
is responding, the system reminds the user about his previous
cooking action. On the contrary, if no smoke is detected, it
is inferred that the user was doing something else (the user
could be asked about it, being questions posed by the system
a suitable way to obtain information). After some time, if a
Cook action is performed, the epistemic operator Kss oper-
ates on the knowledge base in order to infer that the new user
situation is Cooking; if not, a new classification is made or
an alarm is fired.

The system is actually being tested in a simplified scenario
comprising a couple of rooms (a bedroom and a kitchen)
which has been fournished in our department. In particular,
the system using incoming data from cameras, PIRs, smoke
sensors etc. to infer the actions performed inside the rooms.
Moreover, the overall system is going to be tested at Istituto
Figlie di N.S. della Misericordia, Savona, Italy, an assisted-
living facility for elderly and disabled (see Fig.1 on the right).

5 Conclusion

In this paper we presented a hybrid knowledge representation
and data fusion system developed for integrated AmI appli-
cations. Despite its simple architecture, it is able to manage
heterogeneous information at different levels, “closing the
loop” between sensors and actuators. Based on the concept
of an ecosystem of artificial entities, the system architecture
has been thoroughly tested in simulation, and part of it has
been tested in many real applications. The system is compli-
ant with all the Levels introduced by the JDL extended model,
thus being able to process numerical as well as symbolic data.
While actual work is focused on expanding the data fusion
capabilities through learning, i.e., adding new branches to the
Situation based structure, future work will involve an in
depth investigation about the integration between all the sub-
systems in a real, complex, experimental set-up.
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Abstract

Busy people would benefit from an adaptive tool
for reminding them what they have to do. We are
currently developing an adaptive, emotional and
expressive agent, which learns when and how to
notify users about self-assigned tasks and events.
In this paper, we focus on two issues for our learn-
ing system: the selection of the input data set, and
the design of an appropriate mechanism for getting
user feedback without being too intrusive. We de-
scribe in particular the inputs that encapsulate the
current context of the agent: relative temporal dis-
tances, an history of reminders and categories, and
the context of both the user and the device on which
the agent is running.

1 Introduction
When designing an interactive learning system, two major is-
sues are:

• selecting an appropriate set of input values; in the case
of an ambient system, this should include information
about the current context of the application

• choosing a feedback mechanism, to let the user reward
or punish adaptive components after they respectively
lead to correct or incorrect actions

We are developing an adaptive, emotional and expres-
sive assistant for reminding tasks and events, called TAMA -
COACH. Our interface agent adapts to the organizational
skills and preferences of a user, by learningwhen and howto
present notifications, instead of requiring the user to set ex-
plicit alarms. Because users do not interact very often with
their calendar and todo managers, the design of the feedback
mechanism is particularly important. At the same time, the
reminding system should be aware of the context before noti-
fying the user.

1.1 Reminders and User Feedback
The content of a TAMA COACH reminder (e.g. starting date
or location) is extracted fromICALENDAR files manipulated
through the user’s favourite calendaring application. The
form of a reminder (e.g. pop-up window or e-mail) depends

mostly on the current status of the user and on the capabili-
ties of the device on which TAMA COACH is running (desk-
top computer, laptop or PDA). A notification is accompanied
by a set of user replies (e.g. accept or postpone), which are
necessary to get explicit feedback about the usefulness of the
system.

1.2 Necessary Input Data
TAMA COACH learns from both explicit and implicit interac-
tions with its user, respectively through the user interface and
through the successive modifications of the calendar data (via
an external calendar application). On the one hand, the trig-
gering of a reminder depends on:

• the relative temporal distance to the event starting date
or to the task due date

• various attributes that help to classify user habits and
preferences,e.g. contact information, priority or cate-
gories

We can extract or abstract those necessary inputs from the
data stored inICALENDAR files. On the other hand, the form
of the reminder mostly depends on the current context:

• the user status: availability, on-going activity, physical
location, and mood

• the execution environment of the reminding system

We gather information about the user status through the
agent GUI, and information about the agent execution context
through the operating system of the device.

1.3 Organization of the Paper
In order to situate the purpose and the specificities of our re-
minding system, we present some related work about per-
sonal and expressive assistants in the following section. In
particular, we explain why such an agent should be both emo-
tional and expressive. Then, in section 3, we outline the
learning system of TAMA COACH, and introduce the mech-
anism that gets feedback from the user. In section 4, we de-
scribe what we believe should constitute the context-aware
inputs of an adaptive reminding system: relative temporal
distances, historical data about categories and previous re-
minders, and both user and device context. Finally, we con-
clude and present future work.
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2 An Adaptive, Emotional and Expressive
Reminding System

Recent research projects on personal assistants mainly focus
on recommenders and virtual secretaries. Such cognitive as-
sistants learn and reason about tasks, user behaviour and their
own behaviour, in order to justify their actions, answer ques-
tions and give advice. In some cases, those assistants can
be social agents, which create long-term relationships with
their users. Nevertheless, we believe that a non-cognitive
agent, with limited learning capabilities and basic expressiv-
ity, should be sufficient for building a simple, adaptive re-
minding system, while providing a less-intrusive feedback.

2.1 Personal Time Managers
The management of personal and professional calendars and
todo lists is difficult: it requires remembering on-going ac-
tivities, and continuously rearranging priorities. As pointed
out by P. Berryet al. [Berry et al., 2006], human time man-
agement has an intensely personal nature. People are usually
reluctant to delegate this specific task to others, and all the
more to a software. They also have different preferences and
practices regarding how they schedule their time. Moreover,
people tend to use various media to keep track of things they
intend to do, and often do not record all the tasks and events
they should remember of[Bellotti et al., 2004].

Todo managers are used to collect, maintain and organize
lists of self-assigned tasks, with different natures, durations,
regularities and frequencies. Electronic calendars and todo
managers are different but closely related applications, of-
ten part of PIM (Personal Information Management) software
suites. Within such tools, users can set alarms for the most
important events, such as meetings or deadlines.

Many desktop or PDA applications, like SUNBIRD or
EVOLUTION, propose traditional ways of organizing todo-
lists and calendars, but do not take into account the multiple
sources of task-oriented information. TASKV ISTA [Bellotti et
al., 2004] is a light-weight task list manager, which reduces
the cognitive overload of information and events coming from
different sources (e.g. e-mail, todo manager and Web brows-
ing). Developed by the same research team, TASKMAS-
TER [Bellotti et al., 2003] enables users to keep track of
threads of activity and discussions, manage deadlines and re-
minders, and markup tasks directly within a single e-mail ap-
plication.

However, those applications do not adjust to the specific
organizational habits of their users. On the other hand, cog-
nitive assistants like PTIME[Berry et al., 2005] learn about
user scheduling habits and preferences, mostly in order to au-
tonomously negociate meetings.

2.2 Expressive Assistants
As advocated in[Bickmore and Mauer, 2006], the use of per-
sonal, social assistants on PDAs should be further investi-
gated, as users could access the agent at anytime and may
easily consider aportable assistant to be part of their life.
The authors conducted experiments with various interfaces
(text-only, static image and animated virtual agent) for rela-
tional agents on PDAs. Animations include facial displays of

emotion, head nods, eye gaze movements, and postures shifts.
The results of the experiments show that users tend to create
relationships more easily with animated agents.

For more information about emotion-based architectures
for autonomous agents and human-machine interfaces, recent
reviews can be found in[Sarmento, 2004] and [Spinola de
Freitaset al., 2005].

2.3 TamaCoach
Our goal is not to help users in maintaining a todo-list, but
to learn when and how to remind users about what they have
explicitly planned to do. However, such an application is a
complement to a more complex assistant like PTIME, TASK-
V ISTA or TASKMASTER.

To be as least distractive as possible, TAMA COACH mostly
makes use of visual communication, through facial expres-
sions and limited text-based dialogs. Inspired by the famous
TAMAGOCHI game, we represent the agent as a virtual crea-
ture, which simulates and demonstrates basic emotions. We
are investigating the effectiveness of both simulated and ex-
pressed emotions regarding three separate goals:

• Improving agent learning: a simple emotional system
might be an alternative way of computing reward values
from user actions.

• Informing the user: the expressed emotions should re-
flect the satisfaction level of the agent, in order to fa-
cilitate the interaction with the user and accelerate the
learning process.

• Influencing the user: the expressed emotions should
increase the involvement of the user and thus incite
him/her in taking appropriate actions.

In particular, we believe that displaying emotions is a nat-
ural and efficient way to inform the user about the estimated
satisfaction level of the agent,i.e. the global self-evaluation
of its usefulness. Moreover, associating an expressive virtual
creature to our reminding system might motivate the user in
honouring various self-assigned commitments and in better
organizing his/her personal schedule.

A basic reminding system does not require an elaborate re-
lational agent to make the user feel comfortable. Creating
a strong relationship with the agent could even be counter-
productive, as it would distract the user. As with a TAM -
AGOCHI, we hope that inducing amusement or guilt will lead
the user in interacting with the reminding system, and thus
make it useful.

In the following sections of this paper, we will mainly fo-
cus on the learning module and the user feedback system, and
leave aside the emotional system.

3 Learning About our Bad Habits
3.1 The Learning Module
Our learning system, presented in figure 1, is composed of
two cascaded XCS-based modules[Wilson, 1995]. The XCS
model has proved to be an efficient, evolutionary, rule-based
learning mechanism. Like other Learning Classifier Systems,
it has been extensively used for data-mining and to control
animats, but not to design interface agents.
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Figure 1: Overall system with emotional feedback and dis-
play.

The learning module interacts with an emotional system,
inspired from L. Sarmento’s architecture[Sarmento, 2004].
The agent emotional state is a set of emotional accumula-
tors, associated with specific evaluation functions, appraisal
thresholds and decay values. The global mood is calculated
from the values of emotional variables. It is used both as a
reward value for the learning system, and to display the emo-
tional state through the graphical representation of the agent.

3.2 Direct User Feedback

A reminder can be presented in different but combinable
forms, depending on the context: a pop-up dialog box, an e-
mail message, a mobile e-mail message, or a sound alarm. In
any case, the new reminder is appended to the appropriate list
of pending events or pending tasks. A notification will stay in
the list until the user answers back, by e-mail or through the
GUI.

Together with a reminder, a set of possible replies is pre-
sented to the user. In particular, within the GUI, selecting
a pending item in a list makes a pop-up window appear,
to let the user select one reply among 6 possibilities. This
light-weight, explicit feedback system enables TAMA COACH
to evaluate the quality of its actions, without annoying busy
users too much. The main 3 possible replies are as follow:

• accept: the user thinks that the reminder is useful and
will act immediately (e.g. finish the task or attend the
meeting)

• later: the reminder has to be presented again later

• ignore: the user does not care about the reminder

In the case of alater or ignore reply, the user can specify
respectively whether the reminder was too early or too late.
This information is important to avoid taking a neutral feed-
back as a punishment: the user may have found the reminder
useful but would like to be notified again anyway (e.g. if the

user cannot perform the task immediately), or the user in-
forms the agent about his/her lack of interest in this particular
task or event.

All the above replies concern the reminder itself: they give
direct feedback on the usefulness of TAMA COACH actions.
Nevertheless, we are dealing withICALENDAR files that are
modified by an external calendaring application. We thus
added 3 complementary replies, in order to get further infor-
mation about the actual status of the reminded item:

• done: the user has already attended the event or achieved
the task

• postpone: the starting date of the event or the due date
of the task should be changed

• cancel: the item should be cancelled (e.g. the user has
missed the event or given up the task)

The items for which the user has repliedaccept, ignore,
done or cancel are considered asacknowledged, and will not
be processed by the learning system anymore. Alater orpost-
pone reply will trigger a new reminder later.

The rewards associated with user replies are values be-
tween -1.0 (higher punishment) and +1.0 (higher payoff); the
values of the rewards have been intuitively chosen and will be
tuned during the evaluation phase of the learning system.

3.3 Remote and Delayed User Feedback

The user can interact with a running instance of TAMA -
COACH via e-mails, from a computer, a PDA or a mobile
phone. For now, this kind of remote interaction is possible
only when replying to an e-mail reminder (giving one of the
6 possible answers). However, remote control of the agent
could be extended to other operations available through the
GUI.

The user may not reply immediately to a reminder for var-
ious reasons: for instance, he/she forgot to update the busy
status before leaving the office, or did not check his/her mo-
bile e-mails. Delays in the user reply will lead to delay the
feedback on the triggering rules. It means that the new fitness
of those rules will not be computed when the next items will
be processed. However, a delayed reply should not be con-
sidered as a negative feedback, as we cannot know why the
user did not react immediately. We thus just consider that, in
case of a delay, the next reminders will not be selected by an
updated set of rules.

4 Context-Awareness

In order to trigger a reminder at the right time or choose the
best form of a notification, the adaptive reminding system
should be aware of the context, regarding time, the user and
the host device. The user status is obtained from the user
through the TAMA COACH GUI, while information about the
execution environment can be acquired from the operating
system. Some other significant contextual values are com-
puted fromICALENDAR data and past experiences,e.g. the
temporal distance to a task deadline or the average duration
of an item category.
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4.1 Time-Aware
The difficulty of calculating temporal distances in our appli-
cation comes from the heterogeneity of the dates and times
involved, as well as the various meanings of the urgency of
a reminder. In order to present appropriate relative tempo-
ral distances to our learning system, we propose to compute
discrete, multi-granular values of both brute and contextual
distances.

Temporal Distance and Granularity
The relative temporal distance is the distance between the
current date and the starting date of an event or the due date
of a task. To be relevant for the learning mechanism of our
agent, this distance is approximated and translated into a sym-
bolic value expressing how close the current date is to the
deadline or starting date (e.g. far, very close or already late).
With such a decomposition, a calendar item is easily catego-
rized as happening soon or in a long time.

The temporal information to be manipulated by TAMA -
COACH is by nature multi-granular[Dyresonet al., 1998;
Combi et al., 2004]. Keeping track of the granularity (time
scale) is necessary, in order to consider relative symbolicval-
ues likevery close or far in an appropriate time context: an
event that starts in five minutes is obviously close to happen,
but a task that might take 8 weeks to be achieved and is only
5% completed can also be considered asclose in aweeks time
scale if the current date is less than 9 weeks before the dead-
line.

For clarity and efficiency purposes, we chose a set of sig-
nificant thresholds in order to categorize both the granularity
and the approximate value of a distance, instead of propos-
ing functions for computing this categorization. The follow-
ing table presents the distance values for each granularity.
VC, C, QC, QF, F andVF respectively stand forvery close,
close, quite close, quite far, far andvery far. Granularities
are represented by durations, which are expressed using dif-
ferent time scales. TheVST, ST, MT andLT abbreviations
respectively stand forvery short-term, short-term, mid-term
andlong-term.

Time scale VC C QC QF F VF

VST 0-24 hours < 0.16 < 1 < 4 < 8 < 15 < 24
ST 1-10 days < 2 < 3 < 4 < 5 < 7 < 10
MT 10-42 days < 12 < 14 < 18 < 24 < 32 < 42
LT > 6 weeks < 7 < 8 < 10 < 13 < 18 ≥ 18

The user can also belate for an event or for achieving a
task. This additional distance value can be used for each gran-
ularity, in order to express the severity of the delay since the
starting date or the due date occurred (less than a day to more
than 6 weeks).

Brute and Contextual Temporal Distance
The brute calculation of a multi-granular distance might be
insufficient to evaluate the degree of urgency for notifyingthe
user about an event or a task. Some tasks cannot be achieved
if not at home or at the office, and some events should be re-
minded when happening during a business trip or vacations.
Depending on the context of the user, the reminding system
should take other temporal items into account, in order to
compute a contextual distance.

For example, the user is currently working but will leave
soon for two weeks of vacation and an important half-day
meeting is planned on the first day of his/her return: it could
be useful to remind the user now, because the relative distance
to this high-priority event is quite short when the duration
of absence is deducted from the time left for preparing the
meeting. The calculation of the contextual distance therefore
requires two kinds of temporal information:

• well-known user habits: usual working days and hours,
list of public holidays,etc.

• periods allocated for opaque events,i.e. for events dur-
ing which the user is considered as busy1: business trips,
vacations, meetings,etc.

The first kind of information can be specified by the user
when launching the application for the first time, and can be
considered as fixed (even if it might be updated later through
the TAMA COACH interface).

The second kind of temporal data can be deduced from
the ICALENDAR files, but requires further information to be
useful for learning: the system needs to know basically if
the period is related to work or not. Such information is
inferred from user-defined categories associated with events
and tasks: when a new category is encountered (while reload-
ing anICALENDAR file), TAMA COACH asks whether the cat-
egory is work-related.

We do not take the physical location of the user into ac-
count to compute the contextual temporal distance. However,
this could be an interesting extension, which would adjust the
triggering of a reminder to the time required to get to the lo-
cation of the planned event.

Learning From the Past
When learning a generalized classification of calendar items,
the most useful data are the user-defined categories assigned
to an event or task. In order to learn about the user habits
concerning a kind of activity, we propose to use additional
attribute related to the categories of past events and tasks:

• category duration : average observed duration for a
given category (very short, short, medium, long)

• category delay : average observed delay for a given cat-
egory (very short, short, medium, long)

• category is early? : is the user usually early when
achieving this kind of task?2

On the other hand, notifications can be repeated only if the
user explicitly asked for being reminded later. As a frequent
repetition of the same reminder content may annoy the user,
information about previous reminders enables the system to
learn when to present again the same reminder. We thus also
store the following historical values:

• reminders : number of reminders already triggered for
this item (0, 1, 2, 3,<6,<10,≥15)

1The transparency/opacity flag is set forICALENDAR items
through the external calendar application.

2In this case, the category delay represents how long before the
deadline is this kind of task usually achieved.
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• last reminder : temporal distance since the last reminder
for this item (very close, close, far, very far)

The distance to the previous reminder, and the average cat-
egory duration and delay have the same value domain as the
granularity of temporal distances.

4.2 User-Aware
The user status is the agregation of the following information:

• activity level (“busy state”): available, busy, very busy,
away, disconnected

• activity context: work, leasure, vacation, commuting,
sick, conference, meeting,etc.

• location: office, transportation, home, business trip,etc.

• mood: very good, good, average, bad, very bad

The user status is gathered directly from the user through
the GUI for now. Nevertheless, it would be less intrusive to
detect the user activity load automatically, through monitor-
ing (keyboard/mouse activity, estimated posture,etc.).

However, one indication we can compute fromICALEN-
DAR data concerning the user activity level is the currenttask
load. This average value is computed from the number and
the priority of current tasks. It completes the contextual tem-
poral distance, which only takes into account opaque events
to occur between the current date and the starting/due date of
a considered event/task.

4.3 Device-Aware
The execution context of TAMA COACH is composed of the
following attributes:
• location : desktop, laptop, pda,etc.

• has network? : does the device have an active network
connection?

• has sound? : can the device play a sound?
Such information is required to adapt the selected actions:

for instance, if the device has no network connection, the re-
minding system cannot send an e-mail.

5 Conclusion and Future Work
In this position paper, we have presented our adaptive, emo-
tional and expressive reminding system. We have explained
how to get useful but light-weight feedback from the user. We
have also introduced the necessary input data, extracted from
ICALENDAR files; in particular, we have described various
context-aware inputs, including relative temporal distances
and user- and device-related information.

We are currently developing a first prototype, incremen-
tally tested on three different platforms: a desktop PC under
GNU/Linux, a laptop under MS-Windows, and a Zaurus C-
3000 under a native distribution of GNU/Linux. In parallel,
we are investigating how to simulate various user profiles for
evaluating and tuning the learning system. Then, we will in-
tegrate the described emotional system, to improve learning
and display facial expressions. Afterwards, we will conduct
experiments on human users, in order to validate our hypoth-
esis about the possible influence of an adaptive, emotional
time manager on different categories of users.
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Abstract
In this paper we explore the application of an agent
based model to designing ambient intelligence for
use by the elderly in their own homes. The agent
model used is based on abductive logic program-
ming. It utilises personalised knowledge, interacts
with the user and other agents and devices, and,
while autonomous, incorporates user preferences
when deciding whether or not to act, and what ac-
tion to take.

1 Introduction
The elderly population is growing in many areas of the
world [UN,  2002]. Thanks to better diets, better hygiene
and advances in care and medicine more people are able to
live relatively independent lives well into their later years.
Many elderly people would like to live in their own homes
and enjoy independence for as long as possible.

Old age, however, brings with it a range of impairments,
amongst these cognitive impairments of varying degrees
[Dobbs and Rule, 1990; Light, 1990; Ratner et al., 1987].
The quality of life and safety of the elderly can be signifi-
cantly enhanced if they could have help and advice easily
and unobtrusively available to them in their own homes day
and night, whenever required. Ambient intelligence (AMI)
seems an ideal way of providing such help and advice.

Our vision of ambient intelligence in this application is a
collection of ubiquitous services (with sensors and activa-
tors) embedded in the home and agent-based computer sys-
tems that collate and synthesise information from them and
other sources, including knowledge about the users, such as
their profiles, routines, preferences, activities and medical
needs. The agent systems would monitor the needs and ac-
tivities of the elderly users and would alert, advise, answer
questions, and, where necessary, for example if a risky
situation is determined, would activate other resources or
contact external bodies.

For such systems to be useful they would have to be ac-
ceptable by their users, and even enjoyable to use. To this
end they would have to be personalised, not just with re-
spect to specific information about the users’ circumstances,
but also with respect to their preferences regarding when
and how to interact with the users.

In this paper we bring together a number of technologies,
all based on abductive logic programming to lay the foun-
dations of this vision of ambient intelligence for the elderly,

with particular attention to the needs of the elderly with
some memory impairment. We describe three modules:
• The Diary/Appointments Manager (DM): that records

diary items and appointments, advises on clashes, pro-
poses alternative arrangements, reminds and advises.

• The Medicine Manager (MM): that records information
on the medical needs, such as the frequency and dosage
of medications, reminds, advises about combining food
and drink with medication, and alerts if medication ad-
vice is not adhered to.

• The Situation Recogniser (SR): that merges information
received from sensors and draws upon the profile of the
user to detect if an unusual or risky situation has arisen
and to determine if and what action is needed.

In the next subsection we give examples to motivate how
we would like these three modules to function.

1.1 Motivation Examples
1.1.1 The Diary/Appointments Manager (DM)
Suppose Alice has an optician appointment on Wednesday
at 10 am. For this she needs to take with her both her bifocal
and reading glasses. Alice would also like to meet with a
friend, Jane, at  their favourite café that day at 11. Having
consulted a map of the locality and checked transport infor-
mation, DM will advise Alice that she will not make a
meeting with Jane at 11, and suggests 12, instead.

If Alice has indicated that she wishes to be reminded
about the optician appointment, then on Wednesday, or the
day or week before, according to Alice’s wishes, DM will
remind her and will also advise that she should take both her
spectacles with her.

1.1.2 The Medicine Manager (MM)
Alice is required to take a particular medication, call it
Xeron, every 2 hours, but never on an empty stomach. She
also needs to take iron tablets twice a day, and should avoid
drinking tea or coffee for 2 hours after taking the tablet.
She can actively interact with MM and ask, for example:
• When do I take my Xeron tablet next?
• Am I supposed to take any medication now?
• Is it ok to drink coffee now?
Moreover, MM can actively remind Alice, for example:
• Alice, it is time for your Xeron tablets. You should take

2, but first eat something.
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• Alice, please do not drink coffee now, it will interfere
with your iron tablet. Wait for another half hour. How
about some fruit juice or water, now, instead?

1.1.3 The Situation Recogniser (SR)
SR merges information from several sensors around Alice’s
house. It is after 10pm, the front door is unlocked. Depend-
ing on what Alice has requested in her profile, SR can do
two different things. It can activate the lock on the front
door and lock it, or it can let Alice know that the front door
is still unlocked, and maybe turn the light on the hallway for
Alice to go and lock the door herself.

It is now 10am and Alice is still not up. She is usually up
by 8:30. SR can consult DM and MM to see if it can form
possible reasons for Alice not being up. Was she out late
last night? Did she take medication last thing at night that
induces longer sleep? Does MM advise that Alice is de-
pressed and prone to sleeping longer? Putting all the infor-
mation together SR will decide to take action or not, and
what form of action. For example it could try and wake Al-
ice up, and if this does not work to call a friend or a doctor.

1.2 Approach
We will model the three modules using an agent-based ap-
proach in abductive logic programming. Each of DM, MM
and SR can be considered an agent that has its own knowl-
edge base, reactive rules, and interaction policies, incorpo-
rating the user’s preferences. The three modules can interact
with one another, and they can draw upon information from
other sources. The reasoning of these agents will be based
on an implemented abductive proof procedure called CIFF
[Endriss et al, 2004]. This proof procedure combines back-
ward and forward reasoning, abduction and constraint satis-
faction. This last feature is needed because the knowledge
bases of the agents can have temporal features and CIFF
was designed, in particular, to deal with temporal con-
straints. CIFF has been used in the planning and reactivity
modules of a logic-based agent model called KGP [Kakas et
al, 2004]. Our abductive agent based approach is inspired by
the KGP and the agent model of [Kowalski and Sadri,
1999].

2 Background
In this section we provide brief summaries of the back-
ground technologies used in the rest of the paper.

2.1 An Abductive Logic Based Agent
Such an agent has, possibly multiple modules of, knowledge
formalised as abductive logic programs. It may have its own
goals, it can observe its environment and record its observa-
tions, it has awareness of other agents in its environment
and it can interact with these agents and with its environ-
ment. It can pro-actively plan for its goals, as it adjusts and
reacts to changes in its environment. Such an agent has been
discussed in [Kakas et al, 2004; Kowalski and Sadri, 1999].

2.2 Abductive Logic Programs (ALPs)
An abductive logic program is a tuple <P, IC, A> where:
P is a logic program, consisting of rules of the form
Head if Body, where Head is an atom and Body is a con-
junction of literals. All variables in Head and Body are as-
sumed universally quantified over the whole clause.
IC is a set of integrity constraints of the form L1, …,Ln→
H1,…,Hm, where the Li are literals, the Hi are atoms, possibly
false, and the “,” on both sides of →  denotes “and”.1 All
variables occurring only in the Hi are assumed existentially
quantified on the right side of →, and all others are assumed
universally quantified over the integrity constraint.
A  is the set of abducible predicates. In our application the
abducibles will be actions. Similar to the KGP model of
agents, in our application we can have 3 types of actions,
physical, sensing and communicative. Given an ALP and a
query Q (conjunction of literals signifying goals or observa-
tions), the purpose of abduction is to find a set of atoms in
the abducible predicates that, in conjunction with P, entails
Q while satisfying the IC, wrt. some notion of satisfaction
and entailment.

2.3 Reactive Rules and Interaction Policies
The integrity constraints in ALPs can be used to model re-
active rules and interaction policies - see, for example
[Sadri et al, 2002; Sadri and Toni, 2000]. The following are
examples, the first a reactive rule, and the second an inter-
action policy:
unlocked-door(T), T≥22:00 → sound-alarm(T),
i.e. if the door in unlocked after 22:00 sound the alarm.
tell(X, Y, request(R), T), have(R,T) → tell(Y, X, agree-to-
give(R), T+5), i.e. if Y receives a request for a resource R
from X, and Y has R, then Y must answer within 5 time
units with an agreement to give R.

2.4 Information Integration
Abductive logic programming has been used for information
integration [Xanthakos 2003]. We do not have space to ad-
dress this in any detail in this paper. We just note that in the
DM and SR modules where information from various
sources are integrated, the ALP technology provides for  a
smooth incorporation of this integration within the modules.

2.5 CIFF
CIFF [Endriss et al, 2004] is a proof procedure for abductive
logic programs with constraints. It incorporates a number of
re-write rules, such as unfolding, propagation, case analysis
and logical simplification as well as reasoning with con-
straint solving.
Example: Consider the following ALP:
P: have(R,T) if buy(R,T1), T1<T

have(R,T) if borrow-library(R,T1), T1<T
IC: buy(X,T), ¬ money(T) → false

borrow-library(X,T) → T>9:00, T<17:00

                                                  
1 We differ slightly here from standard definitions of IC in

ALP, simply to make the syntax of our examples more succinct.
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A: borrow-library, buy, money
The ALP states that if one buys some R or borrows it from
the library one will have R. But one cannot buy anything
without money, and borrowing from the library is possible
only between the hours of 9 and 17.
Consider the query:

have(magic-book, 20:00), ¬money(T),
namely we want the magic-book at time 20  but have no
money at any time. CIFF will compute one answer:

borrow-library(magic-book,T1),T1>9:00,T1<17:00.

2.6 ALPs with Preferences
ALPs have been extended to incorporate reasoning with
preferences – see, for example [Prakken and Sartor, 1997].
We illustrate this informally via a simple example:
g(T): warm(T) → garden(T)
w(T): weekday(T) → work(T)
prefer(w(T), g(T)) if deadline(T).
The two integrity constraints, named, respectively, g(T) and
w(T), state that if it is warm, garden, and if it is a week-day,
work. The prefer rule says that the second of these 2 should
be preferred if there is a deadline.

We now describe each of the three modules, DM, MM
and SR, in turn. Each module is an agent. For each one of
them we describe its ALP incorporating its knowledge, re-
active rules and interaction policies.

We will not address the user interface in this paper. As
shown in Fig. 1, for each module we assume that there is a
User Interface and a User Interface Translator, that allow
interaction between the module and the user.

Fig 1. The user Interface

3 The Diary/Appointments Manager (DM)
DM manages the diary of the user and advises and reminds,
according to user’s preferences, based on information it
integrates from the diary and other sources such as map and
transport sources. DM’s function  is summarised in Fig. 2.

The DM’s ALP <P, IC, A> is constructed as follows:
P consists of diary items and auxiliary definitions, possi-

bly integrating map, transport and diary information. Each
diary item can be viewed as an 8-tuple <ID, Date, Time,
Place, Purpose, Person, What-to-take, Reminder-tag>,
where ID is an internal  unique identifier of the item and
Reminder-tag models user’s preference for whether and
when to be reminded about the appointment. The other
items of the 8-tuple have their expected meanings. To fa-

cilitate the writing and comprehension of the integrity con-
straints we represent each diary item by means of 3 facts of
the form:

d1(ID, Date, Time, Place)
d2(ID, Purpose, Person)
d3(ID, What-to-take, Reminder-tag).

A consists of the predicate tell.
IC consists of 3 sets of integrity constraints:
Check Handlers, Query Handlers, Reminder Handlers.

Fig 2. The Diary/Appointments Manager

The Check Handlers:
These check diary items and advise whether or not there are
clashes (I1), or insufficient times allowed between any two
appointments (I2) and, if possible advise of alternative ar-
rangements (I3).

I1: d1(ID1, Date, Time, Place1), d1(ID2, Date, Time,
Place2), ID1≠ID2→ tell(clash(Date, Time, Place1, Place2))

I2: d1(ID1, Date, Time1, Place1), d1(ID2, Date, Time2,
Place2), ID1≠ID2, Time1<Time2, estimate-time(Place1,
Place2, T), Time2-Time1<T → tell(not-enough-time(Date,
Time1, Time2, Place1, Place2))

I3: d1(ID1, Date, Time1, Place1), d1(ID2, Date, Time2,
Place2), tell(not-enough-time(Date, Time1, Time2, Place1,
Place2)), estimate-time(Place1, Place2, T), Time1+T=T3,
clear-diary(Date, T3) → tell(alternative(Date, Time2,
Place2, T3))
estimate-time and clear-diary are auxiliary predicates that
would be defined in P, in the former case, integrating infor-
mation from the map and transport sources.

The Query Handlers:

User Interface Translator

Manager/Recogniser Module

Map
Information

Diary/Appointments Manager
DM

Alerts:
Inconsistencies
Infeasibles

Suggestions:
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possibilities

Customised
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Using our approach we can easily formalise reactive rules
and interaction policies to deal with many types of queries,
for example:
• What appointments do I have today, tomorrow, on 12

Sep, etc?
• What appointments do I have between 9 and 12 tomor-

row?
• When is my next dentist appointment?
• What time should I leave for my doctor’s appointment

on Wednesday?
• How do I get from the doctor’s to the supermarket?
• Do I have to take all my medicine bottles with me to the

doctor’s next time?
As examples, we give the IC items for handling the first
three types of queries from the list above. We assume that
through the User Interface Translator the queries input to
DM will be of the form, respectively, tell(enquire-
schedule(Date)), tell(enquire-diary-item(Date, T1, T2)),
tell(enquire-next-appointment(Purpose)).

tell(enquire-schedule(Date)), d1(ID, Date, Time, Place),
d2(ID, Purpose, Person) →
tell(inform(Date, Time, Place, Purpose, Person))

tell(enquire-diary-item(Date, T1, T2)), d1(ID, Date, Time,
Place), d2(ID, Purpose, Person), T1≤Time, Time≤T2 →
tell(inform(Date, Time, Place, Purpose, Person))

tell(enquire-next-appointment(Purpose)), current-date(D),
d1(ID, Date, Time, Place), d2(ID, Purpose, Person),
D≤Date → tell(inform(Date, Time, Place, Purpose)).

The Reminder Handlers:
Via the interface, for each diary item, users can input their
preference for whether and when they would like to be re-
minded about the item. This is recorded in the Reminder-tag
of the item.

Many different alternatives are possible and can be dealt
with. For example:
• If Reminder-tag=∅ denoting that the user has expressed

no preference then, by default, a reminder can be issued
on the day of the appointment:
current-date(D), d1(ID, D, Time, Place), d2(ID, Pur-
pose, Person), d3(ID, What-to-take, ∅) →
tell(remind(D, Time, Place, Purpose, Person, What-to-
take))

• If Reminder-tag is one of on-the-day, the-day-before,
the-week-before, etc, then integrity constraints similar
to the above can deal with it. For example:
current-date(D), d1(ID, Date, Time, Place), d2(ID,
Purpose, Person), d3(ID, What-to-take, the-week-
before), Date=D+7 → tell(remind(Date, Time, Place,
Purpose, Person, What-to-take))

• If Reminder-tag=only-when-necessary then a reminder
can be issued if

 DM knows of an appointment on the day, and
 The time to prepare to leave home in order to

reach the appointment on time (according to DM’s
references to the map and transport information) is
approaching, and

 DM, through information from the sensor merges,
cannot detect any movement in the home that
would indicate the user is preparing to leave.

For example:
current-date(D), current-time(T), d1(ID, D, Time,
Place), d2(ID, Purpose, Person), d3(ID, What-to-take,
only-when-necessary), estimate-time(home, Place, T1),
T+T1>Time-1, not preparing-to-go(T) →
tell(remind(D, Time, Place, Purpose, Person, What-to-
take)), where preparing-to-go has to be determined by
sensor information.

4 The Medicine Manager (MM)
MM manages information about the user’s medication and
reminds and advises. Similarly to DM, its reminder is based
on the preferences expressed by the user. It is summarised in
Fig. 3.

The MM’s ALP <P, IC, A> is constructed as follows:
P consists of
• Facts of the form med(ID, Frequency, Dosage, Re-

minder-tag), recording information about the user’s
medication. Reminder-tag, as before, models user pref-
erences about reminders, ID is a unique identifier for
the medicine, and Frequency and Dosage have their
expected meanings.

• Facts of the form last-intake(ID, Date, Time), main-
taining information about the last intake of each medi-
cine.

• Facts of the form restriction(ID, Description, Time-
period), describing any restrictions associated with a
particular medicine identified by ID. For example:
restriction(xeron, take-with-food, _)
restriction(iron, no(coffee), 2hr).

A consists of the predicate tell.
IC consists of 2 sets of integrity constraints, Query Handlers
and Reminder Handlers, which are similar to those in the
DM module. An example of the Query Handlers is:
tell(enquire-next-intake(ID)), med(ID, Frequency, Dosage,
_), current-date(D), current-time(T), last-intake(ID, D,
Time), Time+Frequency=Next-time→ tell(inform(ID, Next-
time, Next-time-T)).
This will deal with questions of the form “when do I take
my Xeron tablet(s) next?” The answer, through an appropri-
ate interface will be, for example, “ you should take your
Xeron tablet(s) next at 4 o’clock, i.e. 2 hours from now”.

As examples of the Reminder Handlers, we present the
following two integrity constraints. The first deals with a
user preference always to be reminded to take their medi-
cines. The second ensures that if a reminder is issued about
taking a medicine, it is followed by a reminder about any
associated food or drink restrictions.
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med(ID, Frequency, Dosage, always),
last-intake(ID, Date, Time), current-date(Date), current-
time(T), T=Time+Frequecy → tell(remind(ID, Dosage))

tell(remind(ID, Dosage)),  restriction(ID, Description,
Time-period)→ tell(remind(ID, Description, Time-period))

Fig. 3 The Medicine Manager

If medicine bottles are equipped with sensors then MM can
also incorporate Monitoring and Re-order functionalities.
For the first, information from the sensors can be used to
determine if the user is under-dosing or over-dosing. It can
also help detect if the user is mixing different types of medi-
cation. This information, in turn, can lead to further advice
generation, or in serious cases, to alerts issued to the user or
others, such as a carer or a doctor.

5 The Situation Recogniser (SR)
SR is the third agent-based module. It is summarised in Fig.
4. It merges information from the sensors embedded in the
user’s home, interacts with the other agent modules DM an
MM, integrates all the information available to it, including
the user’s profile of habits and “normal behaviour” in order
to recognise
• if an unusual situation has arisen,
• if it is a risky or dangerous situation,
• if it needs to take action, and
•  if so what action.

We divide SR into 2 sub-modules, the Recogniser-Action
module (RAC), and the Recogniser-Assessor module
(RAS). RAC deals with situations that can be recognised
unambiguously and demand clearly what action(s) should be
taken. RAS, is much more complicated, and deals with more
ambiguous and complex situations.  In this paper we give
only a brief hint of what is involved in RAS.

5.1 The RAC Module
The ALP <P,IC,A> of the RAC module is constructed as
follows:

Fig. 4 The Situation Recogniser

P consists of a collection of facts fed into RAC via the sen-
sors. The facts are of the form observed(Property, Time).
For example observed(unlocked(front-door), 22).
A consists of predicates do and tell.
IC consists of integrity constraints and preference rules. The
integrity constraints are of the form
IC(Name):  Factors-observed →Actions-and-Messages
where Factors-observed is a conjunction of atoms with the
observed predicate, Actions-and-Messages is a conjunction
of atoms with predicates do or tell, and IC(Name) is a
unique name for the integrity constraint.

The preference rules have the form
prefer(IC(Name1), IC(Name2)) if Conditions,
where the Conditions may be missing. For example:

IC(locking): observed(unlocked(front-door), 22)
→do(lock(front-door))

IC(alerting): observed(unlocked(front-door), 22)
→tell(alert(unlocked(front-door))), do(turn-on-light)

prefer(IC(alerting), IC(locking)).

The two integrity constraints state that if the front door is
detected to be unlocked at time 22 then lock it, in the first
case, and alert the user that it is unlocked and turn the light
on, in the second case. The preference rule states that the
second one of these is preferred to the first.
Another example is:
IC(gas):  observed(on(gas), T), observed(¬on-hob, T), ob-
served(¬on-hob, T+5minutes) → do(turn-off(gas)),

namely that SR should turn the gas off, if it is detected to be
on and for 5 minutes later it is detected that nothing is
placed on the hob.

Detecting if the front door is left unlocked or if the gas is
left on, deciding that the situation requires action and the
choice of action, within the bounds of user preferences are
relatively straight-forward. But there are situations where
these decisions are more difficult, thus the need for RAS.
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5.2 The RAS Module
To motivate this sub-module we recall the second SR exam-
ple in subsection 1.1.3. Alice is not up yet, later than her
usual waking time. RAS needs to do the following:
• Compare the actual situation S with the expected situa-

tion S’. In the example, S’ can be determined from the
profile of Alice compiled by monitoring her habits. For
a discussion of ubiquitous user profiles see, for exam-
ple, [Lorenz and Zimmermann, 2006].

• If S and S’ differ, attempt to find an explanation for S.
In the example, the SR agent can send a message to
MM to enquire what medication Alice would have
taken, say, after 9 pm the night before. It can also ask
DM about Alice’s activities the day before.

• If it cannot find an “un-alarming” explanation or if S
persists then take some action. Text a neighbour/friend.

6 Conclusions
In this paper we have proposed an abductive logic pro-
gramming  agent based approach to providing AMI for care
of the elderly in their homes. In the application of AMI to
elderly care the work of the RoboCare project (see, for ex-
ample [Bahadori et al, 2000]) is of interest and comple-
mentary to ours. They have devised location and tracking
systems via stereo vision to monitor the position of robots
and humans. Other authors have addressed the application
of AMI to healthcare. [Gouaux, et al, 2002], for example
use AMI to monitor cardiac risks. In using abductive agens
our work is related to that of [Stathis and Toni, 2004]. They
use the KGP agent model for providing AMI in a scenario
of a traveler with a PDA-like device.

Our paper is a foray into a rich area with many interesting
open issues for further investigation. The RAS module, for
example, requires exploration and integration of several
issues and technologies. Implementation and incorporation
of appropriate interfaces are also further areas of work.
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Abstract 

Advances in communication and technology and the expan-
sion of wireless networks has led an increasingly utilization 
of handheld devices like PDA s, mobile devices and pocket 
PC s.  Intelligent agents are the technology that is becoming 
more and more popular in wireless systems.  Agents are able 
to communicate with other entities by applying some intelli-
gence and carry out task on behalf of the users. In wireless 
environment communication should be reliable and efficient.  
FIPA ACL messages are currently encoded as human read-
able strings. Using the binary encoding of FIPA ACL instead 
of string utilizes wireless link more efficiently. This paper 
addresses these issues and gives the implementation of FIPA 
bit-efficient encoding (binary encoding specified by FIPA) It 
focuses device based context aware architecture of the sys-
tem and the efficient communication technique in wireless 
environment.. This work is based on SAGE-Lite, which is a 
multi-agent system for lightweight devices  

1 Introduction 
Multi-Agent systems are one of the important emerging tech-
nologies that provide collaborative environment for a com-
munity of social agents for the provision of continuous and 
dynamic services. Agents and multi-agent systems play a 
central role in ambient intelligence, Grid computing and 
ubiquitous computing and many others.   

Agents are independent reactive/proactive entities having two 
main features 
Autonomy: they take the task from user and perform task 
without user intervention. 
Communicative: they interact with other agents to perform 
the task by communicating with other entities.     

Agent architecture conceptualizes agents as being made of 
perception, action, and reasoning components. The percep-
tion component feeds the reasoning component, which gov-
erns the agents actions, including what to perceive next. 
Agent system architecture analyzes agents as interacting ser-
vice provider/consumer entities. System architectures facili-
tate agent operations and interactions under environmental 
constraints, and allow them to take advantage of available 
services and facilities. Agent infrastructure provides regula-
tions that agents follow to communicate and to understand 
each other, thereby enabling knowledge sharing. Agent infra-
structures mostly deal with the communication among agents 
based on a communication language using common ontologi-
cal system. [7]              

Figure 1 Agent and its environment  

In artificial intelligence, multi agent systems technology is 
called a new paradigm for conceptualizing, designing and 
implementing software systems. MAS represent virtual socie-
ties where software entities (agents) acting on behalf of their 
owners or controllers (people or organizations) can meet and 
interact for various reasons (e.g., exchanging goods, combin-
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ing services, etc.) and in various ways (e.g., creating virtual 
organizations etc.)  

In order to perform complex jobs agents need to interact 
with their surroundings, it can be humans, system services or 
other agents. Agents have communication language which 
should be declarative, syntactically simple and readable by 
people. In wireless environment agent communication should 
be efficient in terms of speed, bandwidth utilization, reliabil-
ity and security. FIPA-ACL is an outer language that speci-
fies message format and include descriptions of their prag-
matics, which is the communicative acts or intentions of the 
agents. Furthermore, FIPA also define semantic languages to 
successfully communicate with each other and the bit-
efficient protocol for the encoding and decoding of FIPA 
ACL message, specifically for wireless environment.  

SAGE-Lite has the ability to sense the capabilities of the 
devices in the given context and react accordingly. As the 
system is based on the latest FIPA specifications, 
communicating agent uses the FIPA-ACL for communication 
and bit-efficient protocol for encoding and decoding of ACL 
message. This paper gives the implementation of FIPA bit-
efficient syntax . Software agents communicate with their 
peers on the same machine and on the remote machine via 
message transport service, which supports communication 
through WAP and Bluetooth. 

2 Related Work 
SAGE-Lite is an enhancement of SAGE agent platform, 
which is designed for the fixed networks. SAGE is an open 
source FIPA complaint second-generation multi agent sys-
tem, which is a distributed decentralized architecture. This 
decentralization feature enables the system to be highly scal-
able and the objective of fault tolerance is achieved by the 
indigenous idea of Virtual Agent Cluster, which uses separate 
communication layers among different machines. The Virtual 
Agent Cluster works independently regardless of the external 
environment proceedings, providing a self-healing, proactive 
abstraction on top of all instances of multi-agent systems. 
Also the architecture fully supports peer-to-peer communica-
tion, which brings scalability, fault tolerance and load balanc-
ing among distributed peers as well [2].       

3  Approach 
Wireless devices vary from each other in shape and function-
ality. Application written for one device do not execute on 
other devices. Wireless applications developed using Java 
can be run on different devices from different vendors. J2ME 
provides a dynamic deployment mechanism that allows ap-
plications to be downloaded and installed onto devices over 
the wireless network Therefore,The development environ-
ment chosen for this project is Java 2 Micro Edition (J2ME), 
in which building blocks can be combined to setup a com-
plete runtime environment that suits a particular type of de-

vice.The requirements for the development of SAGE-Lite 
are: 

 
can be deployed on devices having at least 1Mb 
RAM. 

 
target devices should support J2ME (CLDC 1.0 and 
MIDP 2.)  

4 Context Aware Systems  
Context is a powerful and longstanding concept in human-
computer interaction. The notion of the context is much more 
widely appreciated today. It refers to the physical and social 
situation in which computational devices are embedded. One 
goal of context-aware computing is to acquire and utilize 
information about the context of a device to provide services 
that are appropriate to the particular people, place, time, 
events etc [3]. In order to implement the above mentioned 
concept of context awareness and an intelligent agent to func-
tion effectively in these environments, they need to sense and 
reason about the current context of the environment and in-
teract smoothly with other agents. [4]                            

Figure 2 Surrogate Architecture 

Another concept of context-aware system is that the light-
weight devices have different features and capabilities. It is 
the ability to sense the capability of the devices and consider 
a intelligent action.This concept emphasis on device based 
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context awareness or device capability awareness systems. In 
order to implement this concept an intelligent agent needs to 
sense the capabilities of the device e.g. the processing power, 
memory, GUI availability etc. and then provide appropriate 
service by interacting with other agents. We have developed 
a MAS that caters to the above mentioned device based con-
text awareness. 

4.1 Context Awareness in  SAGE-lite 
A diversified range of mobile applications are becoming 
popular day by day. The applications run using the con-
strained resources provided by today s vast variety of the 
cellular devices. The resources are constrained in terms of the 
processing power, memory, graphical user interface support, 
permanent storage, screen size etc. 

    SAGE-Lite is an advancement of the SAGE agent plat-
form. We propose surrogate architecture, a set-up in which 
SAGE and SAGE-Lite works together in combination. SAGE 
is a static distributed platform consisting of main container 
providing FIPA interoperability to one or more lightweight 
platforms, SAGE-Lite. SAGE and SAGE-Lite will commu-
nicate using Wireless Application Protocol (WAP). Agents 
running on different handheld devices will communication 
with one another via Bluetooth and WAP.  

Light-weight devices have different features and capabili-
ties. To cater the wide variety of devices, context awareness 
module has been introduced in architecture. It enhances the 
capabilities of SAGE and makes it compatible with a vast 
variety of currently available lightweight devices.  The con-
cept presented in this architecture emphasizes on the device 
based context awareness.  A device running a SAGE-Lite 
agent platform request for a particular service. The request 
from SAGE-Lite goes to the main container SAGE. Main 
container has the device capability detection module which 
by analyzing the context detects the capability of the device 
to run the particular service. The profile of device along with 
the unique device address is in return stored into the device 
information system on the server. Agent providing that ser-
vice will be sent to the device according to its capabilities 
and managing information according to the needs of mobile 
user. For example, the services should be provided to a de-
vices depending upon the capabilities of the devices. If the 
device does not support GUI, then it should not get the ser-
vice agent with GUI or if it has lower processing power then 
the services with minimal features should be sent to the de-
vices. For this purpose the device will first send its full speci-
fications to the main container and then SAGE will send the 
service to the device according to its specifications.  

5   System Architecture and Components 
There are two main components of system, one is communi-
cation language i.e. FIPA ACL and other is the message 
transport services. 

5.1 Light-weight Message Transport Service: 
Message transport service (MTS) is the backbone of any 
MAS. It supports the sending and receiving of ACL mes-
sages between agents. The agents involved may be local to a 
single agent platform (AP) or on different APs. SAGE-Lite 
only provides the Intra platform Communication which in-
volves the communication of two agents residing on the same 
platform. MTS handles the intra-platform communication by 
itself, bypassing the extra overhead of Agent Communication 
Channel (ACC).            

Figure 3 MTS Light Architecture   

An encoding/decoding service provides the facility to en-
code the message content into an encoding representation for 
use as a transport-message payload. This procedure must also 
function in reverse for decoding transport messages. To make 
this communication efficient and effective, we adopted a 
FIPA-complaint encoding scheme called Bit Efficient En-
coding Scheme for the representing ACL Messages to be 
sent over the wireless link. Figure 3 shows the isolated archi-
tecture of MTS-Lite. This module is capable of communicat-
ing wirelessly through WAP and Bluetooth. The Message 
Send/Receive Module is responsible for the message buffer-
ing and envelope codec is responsible for the encoding of the 
envelope in Bit Efficient encoding representation.   

5.2 Intra platform Communication Architecture: 

Two queues are maintained to minimize the processing 
power and memory consumed by the message buffering, one 
for the received messages and the other for the messages to 
be transmitted.  

The WAP and the Bluetooth clients will keep on reading 
the queue for a message and as soon as they get it, the mes-
sage is encoded using the ACL Codec and is transported. 
When MTS-Lite receives the message to be sent, it first of all 
checks its own DF-Lite to see if the agent resides on the same 
machine. If it finds the match on the same machine then in-
stead of putting the message in the transmission queue, the 
message is directly put into the reception queue. However if 
the message is to be sent to an agent executing on another 
machine, then the message is put into the transmission queue. 
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For the message to be sent over to another platform, the en-
velope is also encoded using the particular codec. [5]             

Figure 4.1 Intra platform transmission           

Figure 4.2 Intra platform reception 

5.3 Agent Communication Language 

We have developed lightweight MAS according to FIPA 
specifications to achieve high performance and efficiency in 
agent communication. SAGE-Lite message structure is based 
on FIPA ACL message structure. One of the objectives is to 
address the issues of wireless environment and provide the 
efficient way of communication over a wireless link. Our 
proposed design of ACL message is given in Figure 5. This is 
the most complex part of the ACL module because it has to 
deal with the Content objects created by the programmer and 
the ontologies created by the programmer and its responsibil-
ity is to encode those objects in to a FIPA Compliant Content 
language. FIPA specifies some content languages e.g SL, 
XML, RDF etc but we have chosen SL because it is the stan-
dard language being used by many FIPA Compliant Multi 
Agent Systems.   

5.3.1 Message Encoding Mechanism 
Initially the agent has some information, which he wants to 
transfer to another agent. Once the information is classified, 
it is stored in to proper corresponding objects called Content 
Facilitator Objects or CFObjects. The SL Codec converts the 
CFObjects into proper FIPA complaint SL0 string (content of 
the ACL message) by referring particular ontology. The con-
tent is then passed into the ACL Codec, which further en-
codes the ACL message using Bit-efficient encoding scheme 
and send to the recipient. A function named encode takes 
the ACL message in the arguments and returns an encoded 
string. 

The encoding of ACL message starts by appending the Mes-
sageId and the Version Bytes at the beginning of the message 
as per the standards defined by FIPA 

byte MessageId = (byte)0xFA, Version   = (byte)0x10; 

The message performatives, sender, receivers, replyTo, con-
tent, language, encoding scheme reference(which in our case 
is Bit-efficint encoding scheme), ontologies protocol, conver-
sationId, replyWith and inReplyTo fields of the ACL mes-
sage are then encoded and appended in a single string. Bit-
efficient encoding of the receiver parameter of the ACL 
message is programmatically shown below: 

if (msg.getAllReceivers() != null &&   

                                            msg.getAllReceivers().size() > 0 ) 

{   str.append((byte) 0x03); 

str.append('('); 

for (int i = 0; i < msg.getAllReceivers().size(); i++) 

{ str.append(getAgentIdentifier((AgentId) 
msg.getAllReceivers().get(i)));  

     if (i!=msg.getAllReceivers().size()-1){str.append('|');}} 

The formulated string can then be validated with the help of 
another function which checks the string for nested double 
quotes and inserts an escape character '\' before every nested 
double quote and returns a string value. 

public synchronized static String validateString(String valStr)   

{ StringBuffer stb = new StringBuffer(valStr); 

    for (int i = 1; i < stb.length() - 1; i++)    

{ if (stb.charAt(i) == '"' && stb.charAt(i - 1) != '\\')    

stb.insert(i, '\\');   

}  

return stb.toString(); } 

Incase of inter platform communication, an envelop is at-
tached with the ACL message which is also encoded using 
the bit-efficient encoding scheme. The envelop contains the 
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information like the sender and the receiver name, ACL rep-
resentation, content length and the encoding scheme used to 
encode the ACL message. This information at the recipient 
platform is important to decode the rest of the ACL message.                    

Figure 5 Encoding/Decoding Mechnism in SAGE-Lite 

5.3.2 Message Decoding Mechanism 
When the agent receives the message, ACL Codec decodes it 
using bit-efficient decoding mechanism and passes the de-
coded ACL message to SL Codec which extracts the content 
from the ACL message in string format. SL Code contains 
the Token Manager, which creates the tokens from the string. 
Each token is then passed to the parser which validates the 
FIPA complaint SL0 string and converts the string to corre-
sponding CFObject using the particular ontology which con-
tains the information. Agent gets the same information in 
CFObjects that the sending Agent intended to send. 

Programmatically, a pointer is defined which reads the 
string and extracts the actual ACL message out of it.  

int curIndex=0;  

The code for extracting the recipents from the encoded ACL 
is below: 

if (strMsg.indexOf(""+(byte) 0x03,curIndex) > 0)   

{ 

String strRec =   
strMsg.substring(strMsg.indexOf(""+(byte) 

0x03,curIndex),strMsg.indexOf('\n',curIndex));    

strRec   = 
strRec.substring(strRec.indexOf('(')+1,strRec.indexOf(')'));    

int chk=0,index=0;    

while (strRec.indexOf('|',index)>0)    

{ String rec = 
strRec.substring(index,strRec.indexOf('|',index));     

aclMsg.addReceiver(getAid(rec));     

int hold=index;     

index = strRec.indexOf('|',index)+1; }    

String rec = strRec.substring(index,strRec.length());    

aclMsg.addReceiver(getAid(rec));    

curIndex = strMsg.indexOf('\n',curIndex)+1; }   

Similarly, all other parameters are extracted from the en-
coded string at the receivers end. 

6 Future work and Conclusion 
The architecture described in this paper has been imple-
mented using the FIPA specifications. Future direction of 
SAGE-Lite is that we have to make it compatible with other 
FIPA platforms as well.By developing prototypical applica-
tions based on the framework, we have shown that it may in 
fact be utilized to develop context aware services efficiently. 
Therefore a lot of emphasis has been given not only on the 
development of an effective system but also on a system that 
is fully resource efficient. The proposed architecture is en-
riched with a lot of unique ideas, which have and will pave 
ways for a lot more research initiatives in times to come.   

Future work is also required to ensure that our agents can 
handle the unreliable nature of the network messages. Effi-
ciency and reliability are the issues that need to be catered in 
wireless environment and the multi-agent systems. Existing 
architecture needs to be enhanced in terms of context aware-
ness as in future it will become part of all the multi-agent 
systems and human life.  

SAGE-Lite ACL message that we developed contains the 
efficient techniques of SL encoding and decoding also the 
message envelope is encoded and decoded using the bit-
efficient encoding scheme, which is best suitable for wireless 
environment. Using the binary encoding of FIPA ACL in-
stead of string utilizes wireless link more efficiently.  

SAGE-Lite framework allows implementing agent-based 
business applications or e-commerce applications on the re-
source-constrained devices.  
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Abstract 
Human navigation in an unknown environment re-
quires an understanding of the spatial relationships 
of the terrain. For example, a soldier who is on a 
reconnaissance mission in a new city needs to 
“know” the spatial layout of the surroundings with 
high confidence. Oftentimes, this understanding 
must be acquired within a very short amount of 
time and with limited sensory inputs. The soldier 
would benefit from a digital avatar that draws in-
ferences about the spatial layout of the city based 
on an initial set of observations and guides the sol-
dier either in further exploring the environment or 
in making decisions based on these inferences. In 
this paper, we present and evaluate an inductive 
approach to learning spatial associations using sen-
sory data that is available from the simulation envi-
ronment of a first-person shooter (FPS) game, Un-
real Tournament. We study two kinds of spatial re-
lationships between nodes on a level of a game 
map: nodes that are placed near each other to sat-
isfy some spatial requirement and nodes that are 
placed near each other to satisfy the design prefer-
ences of a level architect. We show that we can in-
fer both kinds of relationships using an association 
rule mining algorithm. Furthermore, we show how 
to use an ontology to distinguish between these re-
lationships in order to discover different types of 
spatial arrangements on a specific map. We discuss 
how the inferred associations can be used to con-
trol an avatar that makes recommendations for 
navigating unexplored areas on a map. We con-
clude with some thoughts on the applicability of 
our methods to real-world scenarios beyond the 
simulation environment of a game. 

1 Introduction 
Finding and understanding spatial relationships given lim-
ited sensory inputs (e.g., limitations of field-of-view, non-
optimal lighting, etc.) pose real-world challenges that need 
to be solved. A game engine such as that provided by Un-
real Tournament (UT) helps us simulate an environment to 
test our ideas in understanding spatial relationships on a 

level of a game map. Ultimately, our goal is to deploy these 
ideas in the field to achieve broader impacts – e.g., helping a 
soldier infer the layout of a city by examining just a single 
city block. Similar to a scenario that describes ambient intel-
ligence, we envision a soldier who through a “digital avatar 
can filter the avalanche of information directed at him and 
respond to it in different ways” [Shadbolt, 2003]. For exam-
ple, the soldier needs to filter visual sensory inputs in order 
to decide what information can be ignored and what infor-
mation can be used to support movement-specific decision-
making tasks. 

The digital avatar (also referred to as computer player or 
bot) we envision should achieve two goals. First, if the bot 
is at a specific location, it should have knowledge of other 
locations in its vicinity given limited sensory inputs from its 
environment. Secondly, the bot should respond to its envi-
ronment intelligently based on what it has seen. The analogy 
we make here is with a person entering a room. By looking 
at the spatial arrangement of objects in a room and compar-
ing with background knowledge, a person can infer whether 
the room is a kitchen or a bedroom and can make intelligent 
decisions about subsequent actions. This requires deriving 
higher-level meaning from detected spatial patterns.  

In this paper, we propose a methodology for addressing 
these goals and present our initial findings. For the first 
goal, we employ a data mining algorithm to learn spatial 
relationships on a UT map. We infer interesting associations 
between spatially correlated locations using inductive meth-
ods to model a level architect’s choices. We then propose to 
derive higher-level meaning from the associations using an 
ontology of UT objects. We categorize the associations into 
two groups: those that satisfy some spatial requirements and 
those that reflect the preferences of the level architect. Both 
kinds of rules provide predictive information that can be 
used to guide movement on a level of the UT map. 

In the broader context, we believe categorizing associa-
tion rules is useful in addressing a control problem. When 
an avatar receives sensory inputs from the environment that 
conform to background knowledge about a place, process-
ing can be taken offline (e.g., additional spatial relationships 
can be inferred from knowledge bases such as an ontology). 
Dynamic knowledge such as the distribution of spatial pref-
erences of a level architect must be learned from observable 
data, requiring additional sensory inputs from the environ-
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ment (and resulting in further navigation). Distinguishing 
between these two kinds of spatial associations is useful 
feedback to a controller that directs sensory and processing 
tasks in real-time applications. 

In Section 2 of this paper, we will provide some back-
ground on association rule mining, discuss its relevance to 
this problem and evaluation measures. In Section 3, we de-
scribe how we used the UT system to define the problem 
space and discuss the beginnings of a UT ontology that we 
used for our experiment. We present the results of the ex-
periment in Section 4, discuss the applicability of our meth-
ods to the larger problem of inferring a map in Section 5, 
and conclude in Section 6. 

2 Spatial Association Rules 
Association rule learning, including the widely used algo-
rithm, Apriori, has been used to discover patterns of co-
occurrences in item sets from transaction data in databases 
[Agarwal et al., 1993; Agarwal and Srikant, 1994]. A tradi-
tional application of association rules has been market-
basket analysis: analysis of transactions involving items that 
are purchased together in order to find frequent item sets. 
There has also been much work in the application of this 
algorithm to geographical and spatial data [Koperski and 
Han, 1995; Malerba  et al., 2002; Mennis and Liu, 2003; 
Shekhar and Huang, 2001]. We use the Apriori algorithm 
since it is efficient, handles nominal data, and has been suc-
cessfully applied in spatial data mining research. Another 
approach to finding spatial co-locations is spatial statistics; 
however, in that approach, we would incur the computa-
tional expense of finding all possible co-location patterns 
across a large number of spatial features. 

An example of the kind of spatial association rule that we 
are interested in learning is of the form: 

 
stairslift →             (1) 

 
The above association rule signifies that the antecedent of 
the rule, “lift”, and the consequent of the rule, “stairs”, fre-
quently occur together in space or are spatially co-located. 

One of the issues in applying association rule learning to 
spatial data is the creation of “transactions” over space. 
Shekhar and Huang [2001] describe approaches such as 
windowing (which has been used, for example, in building 
recommendation models [Nakagawa and Mobasher, 2003]), 
the definition of a referential spatial feature or predicate 
(such as closeTo), and an event-centric approach (where 
events are defined as boolean spatial features) that use 
neighborhoods in place of transactions. 

In our work, transactions are represented as transitions of 
the states of objects. We record each bot transition (an ex-
ploration event) in a UT game session as a neighborhood of 
spatial features. A spatial feature is defined as a node at a 
specific location; the neighborhood contains locations 
“near” the bot’s location. We define “nearness” according to 
visibility and reachability measures using UT coordinates, 
which will be described in Section 3. 

2.1 Generalization Hierarchies 
In spatial association rule mining, different kinds of hierar-
chies are applicable. In our work, we rely on the generaliza-
tion (superclass/subclass) hierarchy found in an object on-
tology for UT. Koperski and Han [1995] suggest that while 
it may be difficult to discover strong associations between 
low-level concepts, many spatial association rules may be 
expressed at a higher conceptual level. By tapping into an 
ontology, we find a level of generalization that leads us to 
discover strong associations. We generalize our spatial fea-
tures one level up from the leaf level of the UT object on-
tology (replacing instance names with class names) before 
running the association rule mining algorithm.  

2.2 Evaluation 
In association rule mining, the “goodness” of the rules is 
often measured using support and confidence. For a set of 
items, S, occurring in a rule, support of a rule is defined as 
the percentage of transactions in some set, T, that contains S. 
The confidence of a rule is the ratio of the support of the set 
of items in the rule and the support of the rule’s antecedent. 
Although there are other measures of rule quality, we are 
generally interested in identifying strong association rules, 
which we define as follows:  

 An association rule R is strong if support(R)> sup-
port_threshold and confidence(R) > confi-
dence_threshold.  

We set support_threshold =.20 and confidence_threshold = 
.80. 

3 Defining the Problem Space Using Unreal 
Tournament 

Level architects of a game use a combination of their judg-
ment and preferences as well as predefined spatial require-
ments in creating the navigation network of a map. For ex-
ample, in Unreal Tournament, a first-person shooter (FPS) 
game, there are pre-defined node types that can be placed on 
a UT map level. A computer bot uses a PathNode to ma-
neuver to different locations on the map. PathNodes are part 
of the bot navigation network. Typically, there are some 
requirements that should be followed in the placement of 
adjacent PathNodes1. Some sample rules include “Place 
PathNodes at intersections and turns so that there is as much 
clearance as possible”, “Paths need a line of sight to each 
other, clear to the width of the maximum width of creatures 
who will use this path” and “PathNodes should not be 
placed more than 700 units apart” (An “Unreal Unit” is ap-
proximately .75 inches). The level design task, itself, also 
extends to placement of other types of nodes representing 
items (objects) of interest on a map such as weapons and 
ammunition. 

Recent versions of UT have an automatic PathNode gen-
eration facility (part of UnrealEd). However, this only ac-

                                                 
1 http://unreal.epicgames.com/UT_AI.htm 
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complishes part of the task. For instance, automated meth-
ods do not place certain kinds of navigation nodes such as 
PlayerStarts and LiftCenters. The inferior quality of these 
automated methods has prompted many level architects to 
design paths manually. 

To show the significance of using UT for our broader 
goals, we draw an analogy between the level architect of a 
game map and an architect of a city. Typically, we do not 
have access to the architect’s plans. However, if we explore 
a few blocks of a city, we notice spatial characteristics and 
patterns and make assumptions about how buildings and 
streets are likely to be positioned in unexplored areas of the 
city. Combined with background knowledge, this informa-
tion will eventually help navigate unknown areas. 

Using both the Unreal Tournament Engine as well as the 
GameBots client2, we are able to run JavaBots3 that explore 
a UT map. JavaBots explore a UT map receiving messages 
from the UT Engine with attributes representing various 
kinds of sensory information. For our background knowl-
edge, we use existing definitions of concepts and UT class 
hierarchies (trees) available from the Unreal Engine Docu-
mentation Site4 and extend these with meronyms/holonyms 
for our initial ontology. 

3.1  Visible and Reachable Nodes 
Messages passed between the client and server allow Java-
Bots to identify “neighborhoods” for the current location of 
the bot based on sensory information. We use the sensory 
inputs to define the following spatial features: 

�� Visible nodes: Locations that are within the bot’s 
line of sight. 

�� Reachable nodes: Locations that are within the 
bot’s line of sight and that the bot can get a path to 
without running into an obstruction (e.g., falling 
into a pit).  

In UT, a bot explores the map along navigation points, 
and when the bot searches for a new, unexplored node as its 
next target location, we record spatial neighborhoods. Spe-
cifically, we enumerate two sets of nodes: {visible nodes} 
and {reachable nodes}. 

3.2   UT Object Ontology 
For our purposes, the UT ontology should capture concepts 
related to important objects found on a UT map. We also 
represent two types of taxonomic relations: hy-
pernym/hyponym (superclass/subclass) and mero-
nym/holonym (part-of/has-part). An object on a UT map can 
belong to multiple classes. For example, we would catego-
rize a LiftCenter and LiftExit as types of NavigationPoints. 
An expansion of the NavigationPoint subtree is shown in 

                                                 
2 http://gamebots.sourceforge.net 
3 The JavaBot (http://utbot.sourceforge.net) API and “Exam-

pleBot” were developed by Andrew N. Marshall at USC-ISI. 
“CMU_Jbot” (extends “ExampleBot”) was created by Steve 
Schaffer and Chris Sollitto. 

4 http://wiki.beyondunreal.com/ 
 

Figure 1. However, for practical purposes. LiftCenter and 
LiftExit are also part-of a “Lift” class. Therefore, in our UT 
ontology, we create the subtree for lifts shown in Figure 2. 
As we continue to develop the ontology, some of our exist-
ing classes will map to new categories. For example, if we 
create a category for “Defensive Position”, we can add Lifts 
as one of its subclasses. 
 

 
Figure 1. Direct descendants of NavigationPoint 
using  the SubClass relation. 

 
 

 

Figure 2. Part-of Expansion of the Lift Class. 

 
We use the ontology to automate the process of differen-

tiating between categories of association rules. There are 
many kinds of ontology-based similarity and relatedness 
measures [Rada, 1989; Resnick, 1995; Jiang and Conrath, 
1997; Hirst and St. Onge, 1998]. Some measures are path-
length metrics extended to account for information content 
of concepts, taxonomy depth, etc. In Section 4, we describe 
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how we use shortest path length (similar to conceptual dis-
tance described by Rada et al. [1989]), counting taxonomic 
links in an ontology, as an initial approximation of related-
ness between concepts for categorization of rules. 

4 Experimental Results 
We outline the major steps in our experiment: 

1) Using the JavaBot API, define discrete exploration 
events corresponding to bot transitions within the 
game environment. 

2) As the bot explores a location, record sensory in-
formation received from the game server – nodes at 
locations within the bot’s line of sight and nodes at 
locations reachable by the bot (without obstruction) 
– in two separate tables.  Replace node instances 
with class names (e.g., InventorySpot) using our 
UT ontology. 

3) Mine two event tables and select strong associa-
tions. 

4) Categorize associations as co-locations satisfying 
some spatial requirement or novel spatial arrange-
ments using ontology-based similarity measures. A 
predominance of spatial patterns explained by the 
ontology suggests a more predictable region (de-
scribed by many “known” relationships); novel ar-
rangements can be predictive if they occur often. 

In Step 1, we record visibility and reachability sets for 
more than 1000 JavaBot exploration events for the UT 
game-type, “Friendly Remote Bot CTF” (where CTF stands 
for “Capture the Flag”), and UT map, “CTF-Command”.  
We used a modified version of CMU_JBot as a starting 
point. In Step 2, we pre-processed the data substituting class 
names in place of instance names. For example, in our data 
set, this involves replacing an instance of “PathNode0” with 
the class, “PathNode”. In Step 3, we ran Apriori, controlling 
the number of rules generated by initially setting minimum 
support at .10 and minimum confidence at .80. Table 1 
shows sample high support, high confidence rules for reach-
able nodes selected using support_threshold and confi-
dence_threshold (previously described for strong associa-
tions). Table 2 shows sample high confidence rules at dif-
ferent levels of support that were generated for visible 
nodes. 

In Step 4, we measured whether strong spatial associa-
tions between concepts also implied semantic relatedness. 
We define semantic relatedness as follows: 

 Concepts A and B that are taxonomically linked in the 
ontology are semantically related if short-
est_path_length(A,B)≤ 2. 

For example, we are interested in relations such as direct 
hypernymy/hyponymy, etc. For every strong association, we 
categorize it by assigning a label: 

 Non-Preference (N-P): If the rule antecedent (concept 
A) and rule consequent (concept B) are semantically 

related.  
Preference (P): If the above condition does not hold. 

Association Rule Support Confidence 
CTF-Command.bioammo  
CTF-Command.goowand 

36.0% 92.8% 

CTF-Command.InventorySpot 
CTF-Command.goowand 

30.5% 87.3% 

Table 1. Sample Association Rules for Reachable Nodes 

For a “Non-Preference” label, we conjecture the level ar-
chitect was following a spatial requirement or guideline in 
the placement of objects on the map. Otherwise, the archi-
tect exhorts personal design preferences resulting in “se-
mantically novel” spatial arrangements.  

In Table 3, we summarize our association labeling results. 
For the first association, we note that the level architect 
placed two different kinds of objects such that they are 
reachable from one another in the explored space: goowand, 
which is a kind of weapon, and bioammo, which is a kind of 
ammunition. Both goowand and bioammo are children of 
different subtrees in the ontology and are at a distance > 2 
links apart. Given the strong association, we can predict that 
for this map, the level architect has a preference for this 
association and is likely to repeat this spatial arrangement in 
other parts of the map. 

Another interesting spatial association exists between 
goowand and InventorySpot – especially as goowands are 
not considered a type of inventory item. (Typical inventory 
items include: JumpBoots, Armor, Health/Healthpack, 
HealthVial/MedBox). This association also satisfies our 
criteria for labeling as “P”.  

 Another kind of association is captured between 1) 
LiftExits and PathNodes and 2) LiftExits and translocdest. 
From the ontology fragment shown in Figure 1, we find that 
LiftExits are a kind of NavigationPoint. According to UT 
definitions, translocdest (not shown in figure) is a special 
type of LiftCenter, and LiftCenter is a kind of Navigation-
Point.   

In this first case, we know that LiftExit and PathNode are 
just 2 links away in the UT object ontology (sharing a 
common ancestor, NavigationPoint). We label this associa-
tion as “N-P”; we also note that this relationship isn’t very 
interesting. In the second case, we must traverse 3 links in 
the ontology to establish a path between LiftExit and trans-
locdest (with LiftCenter and NavigationPoint as intermedi-
ate points). We incorrectly label this relationship as “P”. 

For the above data, we were able to assign a correct label 
75% of the time. We repeated this exercise on single ante-
cedent rules derived from the visible nodes data set and 
were able to correctly label associations approximately 80% 
of the time. Currently, we are investigating the use of other 
semantic relatedness metrics, such as the Hirst and St. Onge 
measure [1998], which takes into account a variety of rela-
tionship types as well as directionality of the links. We 
would like especially to explore the use of “horizontal rela-
tions” (at the same level of specificity) [Patwardhan et al., 
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2003], applying this to coordinate terms or “siblings” in the 
ontology. 
 
Association Rule Support Confi-

dence 
CTF-Command.LiftExit  
CTF-Command.PathNode 

50.2% 100.0% 

CTF-Command.InventorySpot 
CTF-Command.goowand 

51.8% 100.0% 

CTF-Command.translocdest  
CTF-Command.LiftExit 

23.0% 100.0% 

CTF-Command.PlayerStart 
CTF-Command.LiftExit 

16.6% 91.5% 

CTF-Command.PlayerStart 
CTF-Command.PathNode 

18.0% 99.0% 

CTF-Command.PlayerStart 
CTF-Command.InventorySpot 

17.5% 96.5% 

Table 2. Sample Association Rules for Visible Nodes 

There are three association rules in Table 2 with Player-
Start (location where Player is spawned) as the rule antece-
dent. We do not consider these rules as strong associations. 
However, if we applied the above analysis, we observe that 
all three associations would be labeled, “P”, since they do 
not meet the criteria for semantic relatedness (PlayerStart is 
a descendent of SmallNavigationPoint in the ontology). 
While it may be common practice to put PlayerStarts next 
to certain node types, the rules also give us the distributional 
preference of the architect in placing PlayerStarts near 
LiftExits, PathNodes, and InventorySpots. 

Currently, we have two broad classes for categorization 
of association rules: spatial requirements and design prefer-
ences. Each of these can be refined further. For example, 
while design preferences give us distributional data about 
how often X is spatially correlated with Y for an individual 
(level architect), we do not distinguish between arrange-
ments that are “common practices” (e.g., placing ammuni-
tion close to a weapon) in a game versus those that are “un-
expected”. We are exploring this topic further. 

There has been prior work in mining association rules de-
rived from text for novelty, using relations in WordNet 
[Fellbaum, 1998] and ontology-based similarity/relatedness 
measures [Basu et al, 2001]. Whereas Basu et al. [2001] 
applied ontological distance to find novel co-occurrences in 
text, we hypothesized that similar measures would be useful 
to label co-occurrences of objects in space. (That work used 
a derivative of the Hirst and St. Onge measure in their dis-
tance metric.) In this study, we have shown that we can 
combine both spatial and semantic knowledge to label asso-
ciations as important and interesting. Our interpretation of 
interestingness is similar to that of the HR system [Colton et 
al., 2000] (also discussed in [Johnson, 2005]) – i.e., co-
locations of items that do not normally appear together are 
considered “interesting”. We further label the interesting 
associations as expressing the preferences of an architect, 
which need to be learned by sensing the environment, or 
reflecting some “known” spatial requirement, which can be 
inferred from ontologies. 

Association Rule Semanti-
cally 
Related 
Concepts 

Label/ 
Correct 

CTF-Command.bioammo  
CTF-Command.goowand 

No P/Yes 

CTF-Command.InventorySpot 
CTF-Command.goowand 

No P/Yes 

CTF-Command.LiftExit  
CTF-Command.PathNode 

Yes N-P 
/Yes 

CTF-Command.translocdest  
CTF-Command.LiftExit 

No P/No 

Table 3. Categorizing Association Rules 

5 Discussion 
How can inferred associations be used to control an avatar 
that makes recommendations for navigating unexplored 
areas on a map? We believe that strong, non-preferential 
associations identify physical regions where an avatar can 
combine observed spatial knowledge with background 
knowledge to predict where to move next, thereby lessening 
the need for additional sensory inputs/processing. 
 A larger and more difficult problem we are interested in 
addressing is how to infer a map given limited sensory in-
formation about the world. We believe that one of the rea-
sons humans are proficient at navigating unexplored areas is 
that they rely on background knowledge to help them under-
stand spatial relationships. However, there are imminent 
challenges. Outside of the game environment, our knowl-
edge of the world is often imperfect (inconsistent) and in-
complete. How then can we use background knowledge 
effectively in a real-world scenario? We discuss how having 
a richer, dynamic ontology with spatial features and rela-
tions can be a part of an approach. 

Even if we don’t have access to an architect’s plan for a 
city, we could create a specialized ontology from archival 
data sources. For example, we would extract different kinds 
of features from 2-dimensional maps of a city such as size, 
shape, height, and function of structures, locations of win-
dows/doors, street names, street/sidewalk widths, property 
boundaries, building use, and block numbers (e.g., Sanborn 
maps5 have captured this kind of information for New York 
City for many years). We would encode both common spa-
tial features and their relationships in the ontology. 

When no other source of data is available, we need to 
combine local exploration with more generalized world 
knowledge. For example, given an ontology of “Buildings” 
and “Rooms”, a person walking into a room of a building 
for the first time finds associations between known spatial 
features of a room type (e.g., finding both a “refrigerator” 
and “oven” in a “kitchen”) using relationships such as “con-
tainment” or “part-of”. If an avatar detected any of these 
spatial features at a given location of a new room, it would 
be able to predict the room type. We should also include 

                                                 
5 http://www.sanborn.com 
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typical spatial relations in the ontology – e.g., “next to” 
would connect concepts such as “door” and “stairs”. So, 
even if the location of the main door of a building is not 
known, an avatar observing stairs in front of a building will 
predict that a door is close by. In this scenario, the avatar 
would begin with generic world knowledge in an ontology, 
observe the local context or environment, find relationships 
that either match or do not match known relationships in the 
ontology, and continually update the ontology based on 
available sensory information. 

6   Conclusions  
In this paper, we have described a method for discovering 
high-level relationships about spatial features on a map lay-
out of a computer game. We have presented a study of two 
kinds of spatial relationships between nodes or spatial fea-
tures on a game map that can be inferred using association 
rule mining and differentiated using an ontology. In a real-
world scenario, we envision applying our methods as a dis-
covery step for a digital avatar looking for both common 
and novel spatial co-location patterns that either reinforce or 
update (modify) a navigator’s knowledge of the surround-
ings. Ultimately, the avatar would assist a human navigator 
in making faster and more informed decisions about how to 
respond to the sensory inputs emanating from the immediate 
environment.  
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Abstract 
Managers of operating rooms (ORs) and of units 
upstream and downstream of the OR (e.g., post-
anesthesia care) seek real-time information about 
OR occupancy to make decisions about managing 
OR workflow and coordinating resources.  Nursing 
and anesthesia staff typically record patient in/out 
times by hand, and OR managers spend time walk-
ing about the OR suite to estimate the time each 
case will finish.  This paper describes a system for 
using real-time video to automatically identify the 
state of an ongoing operation.  This state informa-
tion is relevant to determining OR occupancy and 
estimating time to case completion. The system, 
which uses support vector machines to learn to 
identify image features relevant to state identifica-
tion and hidden Markov models to capture the se-
quential nature of the domain, was tested on video 
captured over a two day period in one of the nine-
teen ORs in Baltimore's R. Adams Cowley Shock 
Trauma Center.  An overall accuracy of 99.5% was 
obtained for identifying for each video frame the 
corresponding operation state, which was one of 
the following: OR ready, patient entering, opera-
tion in progress, operation ending, patient exiting.  
Our results are contrasted with the current state-of-
the-art system used by the Shock Trauma Center 
which is based on patient vital signs data 

1 Introduction 
T R. Adams Cowley Shock trauma center in Baltimore is 
the nation�s only Trauma Hospital. It is a state-of-the art 
facility, with helicopters flying in patients who seek emer-
gency treatment for unexpected injuries, trauma, etc. It has 
given the world the concept of the golden hour, which is the 
first hour after an injury occurs. This trauma center is espe-
cially important in a city like Baltimore because of the high 

crime rate. Scheduling is a difficult problem in general, and 
it is even more complicated in a hospital environment. The 
trauma center has a unique blend of cases � some are short 
and some are long, some patients are healthy and some are 
sick, and frequent disruptions in the planned OR schedule 
make this a very dynamic scheduling problem. Managers of 
ORs and of units upstream and downstream seek real time 
information about OR occupancy to coordinate resources 
and other workflow [Dexter et al., 2004]. The nursing and 
anesthesia staff record patient in/out times by hand and the 
OR managers physically walk around and look into the OR 
suite to check on the status of ongoing operations. You 
would typically see in the cubicle of nurses and other staff 
sheets of paper recording the patient in/out time as well 
mentioning the source from which the time was obtained 
(wrist watch, wall clock, clock on desk etc) [Moss and Xiao, 
2004]. With advances in technology like electromechanical 
systems, telecommunication and video board systems there 
is potential for OR management decisions in real time 
[Overdyk et al., 1998] [Hu et al., 2006]. It is necessary to 
improve the quality of scheduling in the OR as both the un-
derutilization and over utilization (staff staying late) of an 
OR is very expensive. Many times a surgeon has to wait as 
the OR was not scheduled at the right time. This is a waste 
of time, money (doctors are very expensive) and resources. 
Also, in a country where there is such shortage of nursing 
staff, it is vitally important that their utilization is optimum.  

The current system in use [Xiao et al., 2005] is based on 
Vital Signs (VS) which handles two cases - patient in/out as 
well as patient in-time/out-time. It uses the data based on 
VS coming from a patient to determine OR occupancy. VS 
data is gathered from various sources like ECG, SpO2, non-
invasive blood pressure, temperature and arterial blood pres-
sure. Much effort is required to collect this data with auto-
mated technology and electromechanical systems without 
human intervention. It has time lag of 3-5 minutes, which is 
a big drawback. Also other core issues not dealt with in-
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clude whether the OR is ready, an operation is going on, etc. 
which makes it impossible to schedule room cleanups, mak-
ing up beds, and so on. 

The system proposed is based on sampling images from 
video to determine the OR state. Our system uses support 
vector machines as an initial classifier to identify features 
which are essential states required for scheduling the OR. A 
hidden Markov model is used to capture the sequential na-
ture of these states. Our system has been shown to perform 
better in the patient in/out case and as well does not have 
any time lag. Also, it is much easier to capture video data 
compared to different sources of VS data.  

The managers of the OR could use this information to 
schedule the OR in real time and as all of this is done auto-
matically with no human intervention it makes it very cost 
effective. Also the staff assigned to do this task could be 
relieved for other tasks. It could be used for calculating 
standard scheduling issues like workload, and efficiency 
issues about the different ORs. The system developed is 
totally independent of any patient or staff collected informa-
tion and hence can be deployed with consummate ease at 
other hospitals.  

2 Video/Image Pre-processing 
The video used in the experiments has been gathered from 
real ORs where cameras were placed in two different posi-
tions. The data were collected for twenty four continuous 
hours at 30 frames per second in avi format. It was further 
split into 24 one hour videos. Each of the one hour videos 
were converted from avi to mpeg format using cleaner soft-
ware. JPEG images were made of each of the videos using 
ImagetoVideo software at 3 images per second. The total 
number of images was 2*24*60*60*3= 518400 and each 
hour of data has 10800 images. All the images are in RGB 
format with size of 352*240 pixels. Images were converted 
from RGB to HSV (Hue, Saturation and Value) format. 
Color histograms were made of the images using the Hue 
value with bin size of 256. Histogram counts were normal-
ized in the range of 0-1 by dividing with the largest count. 
Each one hour of data had 256 features with the correspond-
ing data label. The data was given the label manually.  
 
Four important states are targeted for classification: 

• Single Bed: Is the state when the OR is ready for a 
patient (Fig 1.1) 

• Double Bed: Actual time when the patient is wheeled 
in and transferred to the operating bed (Fig 1.2) 

• Drapes on: In this the OR is ready for the actual sur-
gery (Fig 1.3) 

• Drapes off: Actual surgery has been completed and 
the patient will be wheeled out soon (Fig 1.4) 

 
7 hours of data was available for the four states men-

tioned above, 4 hours for drapes on/ drapes off (DON/DOF) 
and 3 hours for single bed/double bed (SB/DB). These four 
states were targeted as they are the core issues for schedul-

ing ORs. For example the transition from Single Bed to 
Double bed and vice versa corresponds to patient in and 
patient out. Similarly transition from Drapes On to Drapes 
Off and vice versa corresponds to start of operation and end. 

 
Figure 1.1: Single Bed 

 
Figure 1.2: Double Bed 

 
Figure 1.3: Drapes On 
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Figure 1.4: Drapes Off 

2.2 Support Vector Machines 
SVM-light, an implementation of Support Vector Machines 
in C, was used [Joachims, 2002]. All the images in seven 
hours of video data were given an initial label manually. 
Two separate classifiers were trained, one each for SB/DB 
and DON/DOF. All the images with a single bed were la-
beled +1 and those with a double bed were labeled -1. Simi-
larly all the images with Drapes On were labeled +1 and 
Drapes Of -1.  From the 4 hours of DON/DOF data we learn 
the best classifier by choosing 3 hours of data that best clas-
sifies the 1 hour of data, similarly in SB/DB we chose 2 
hours of data that best classifies 1 hour of data. We used 
different kernels like linear, polynomial, radial basis func-
tion, Gaussian and tried the different parameters. Out of the 
different kernels, the linear kernel with default values per-
formed the best. After the two classifiers that performed the 
best were generated, both of them were used to classify the 
other data. To be precise, the classifier learned from SB/DB 
was used for classification of images from 1 hour of test 
data of DON/DOF and the classifier learned from 
DON/DOF was used for classification of images from 
SB/DB. This gives us the following outcomes: 

• DON, SB 
• DON, DB 
• DOF, SB 
• DOF, DB 

Further we calculated the observation probability as follows:  
• Observation probability of an outcome given a state 

(SB/DB/DON/DOF) = count of each outcome/Number 
of instances in that state 

• For example the probability of (SB,DOF/Single Bed) 
should be high  (8780/8922 = 0.9839) and the probabil-
ity of (DB,DOF/Single Bed) should be low (0.0019).  

2.3 Hidden Markov Model 
Hidden Markov Model (HMM) [Rabiner, 1989] imple-
mented in Matlab was used. Two initial classifiers using 
SVMs were used as a starting point for HMM. Four states 
HMM with SB, DB, DON and DOF were used, (Fig 2). 

We used an HMM because of the nature of the domain 
and similar methods have been applied in other fields [Xie 
et al., 2002]. If you notice the OR procedure is a sequential 
process, where there is single bed (state 1) then a patient is 
wheeled in and momentarily there is double bed (state 2). 
Next the double bed is taken out and the drapes are put on 
for operating (state 3). After the operation is finished the 
drapes are taken off (state 4) and then again the bed is 
brought to wheel out the patient (state 2). After the patient is 
wheeled out in we return back to single bed (state 1).   

 
Figure 2: HMM for the domain 

 
Training an HMM involves setting the values of transi-

tion and emission probabilities in the four states. Basically, 
we made the transition probability from one state to another 
very low (10-40). This biases the model to be in the state 
which it is in currently. State changes which are transitions 
in the state of the OR are rare. The emission probabilities 
were determined from the observation probabilities calcu-
lated using the different states in the SVM classifier (Table 
1). The columns (2-5) are the different states in the HMM 
and the rows (2-5) are the outcomes of the states.   

 
Different 
outcomes 

Single 
bed 
(state 1) 

Double 
bed 
(state 2) 

Drapes 
on 
(state 3) 

Drapes 
off 
(state 4) 

 DB,DOF 0.0019 0.7891 0.0019 0.0435 
 DB,DON 0.0023 0.0315 0.0849 0.0771 
 SB,DOF 0.9840 0.1757 0.0128 0.4604 
 SB,DON 0.0118 0.0037 0.9004 0.4190 
 
Table 1: Observation probabilities of different outcomes in 
various states of HMM 
 

Further investigation of errors made us consider window-
ing as a good enhancement. The window procedure in-
volved taking some number of images into a buffer and then 
predicting the outcome based on voting. We tried using 
windows of different size, the details of which follow in the 
next section. 

3      Results 
We used two hours of image data for our experiments. 
These images consisted of four outcomes - single bed, dou-
ble bed, drapes on and drapes off. The images were labeled 
manually. SVMlight Version 6.01, an implementation of Sup-
port Vector Machines (SVMs) in C, was used. Matlab 
scripts were used for preprocessing of images, as well as for 
the Hidden Markov Model (HMM) implementation 
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3.1 Support Vector Machines 
The following section presents the training and testing re-
sults obtained using the SVMs. 
 
3.1.1  Training and Testing 
Training of SVM: Two separate SVMs were trained: 

1. Single Bed, Double Bed: Training of SVM in-
volved combining two hours of data and testing on 
one hour of data. We did not use leave one out as 
the criterion for training because the instances were 
not independent and identically distributed (i.i.d) 
due to the fact that we were sampling at three im-
ages per second (very little changes). This basically 
meant that we were testing on instances that we 
trained upon. Total number of images: 32377 
(SB=24534, DB=7843); for training: 21583 
(SB=15612, DB=5971); for testing: 10794 
(SB=8922, DB=1872). Best case accuracy of SVM 
on test set was 96.54 (Table 2). 

 
Training Testing Accuracy (%) 
07_08-12_13 13_14 96.54 
07_08-13_14 12_13 70.93 
12_13-13_14 07_08 57.33 
 
Table 2: Accuracy of SVMs on SB/DB 
 

2. Drapes on Drapes off: Similar training method was 
followed by combining three hours of data. Total 
number of images: 43164 (DON=22529, 
DOF=20635); for training 32371: (DON=14885, 
DOF=17486); for testing 10793: (DON=7644, 
DOF=3149). Best case accuracy of SVM on test set 
was 93.43 (Table 3). We did not use the classifier 
with the highest accuracy as 90% of the instances 
in the test set were of the same label. Instead we 
used the classifier with accuracy 84.18 as the in-
stances had more even distribution (70% +ve, 30% 
-ve). 

 
Training Testing Accuracy (%) 
08_09-11_12-
14_15 

18_19 93.43 

08_09-11_12-
18_19 

14_15 88.03 

08_09-14_15-
18_19 

11_12 65.52 

11_12-14_15-
18_19 

08_09 84.18 

   
Table 3: Accuracy of SVMs on DON/DOF 

3.2 Hidden Markov Model 
 The following section presents the training and testing 
results obtained using HMM.  

3.2.1  Training and Testing 
Training of HMM: Four states HMM was trained as 

shown in Fig 2. The transition probability from one state to 
another was kept very low 10-40. The observation probability 
was set by substituting values from Table 1. Viterbi algo-
rithm was used for testing by providing it the sequence of 
outcomes and then predicting the sequence of states which 
most likely generated it. 
 
Three separate cases were handled: 

1. Single bed/Double bed: Total number of images: 
32377 (SB=24534, DB=7843); for training: 21583 
(SB=15612, DB=5971); for testing: 10794 
(SB=8922, DB=1872). The accuracy was 99.95 
(Fig 3).   

 

 
Figure 3: Accuracy of HMM on SB/DB 
 

2. Drapes On/Drapes Off: Total number of images: 
43164 (DON=22529, DOF=20635); for training: 
32371 (DON=14885, DOF=17486); for testing: 
10793 (DON=7644, DOF=3149). The accuracy 
was 99.30% (Fig 4). 

 

 
Figure 4: Accuracy of HMM on DON/DOF 

3. Merged Single bed/Double bed-Drapes On/Drapes 
Off: Total number of images: 32377+43164 = 
75541 (SB=24534, DB=7843, DON=22529, 
DOF=20635); for training: 21583+32371 = 53954 
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(SB=15612, DB=5971, DON=14885, 
DOF=17486); for testing: 10794+10793= 21587 
(SB=8922, DB=1872, DON=7644, DOF=3149). 
The accuracy was 99.49% (Fig 5). 

 

 
Figure 5: Accuracy of HMM on merged DON/DOF-SB/DB 

3.3 Windowing Procedure 
Results with Windowing Procedure: The window procedure 
involved taking some number of images into a buffer and 
then predicting the outcome based on voting. Again three 
separate cases were handled, single bed/double bed, drapes 
on/drapes off and merged single bed/double bed-drapes 
On/drapes off having 10794, 10793 and 21587 test images 
respectively. Table 4 below gives the results in detail with 
the different sizes of the window considered and accuracy. 
 
Size of 
Window in 
images 

Single 
bed/Double 
bed 

Drapes 
On/Drapes 
Off 

Merged 
SB/DB-
DON/DOF 

13 100 99.30 99.49 
23 99.95 99.29 99.45 
53 99.81 99.29 99.31 
93 99.63 99.29 99.19 
193 99.15 99.01 98.58 
293 98.67 98.52 97.87 
393 98.17 98.03 97.15 
493 97.67 97.52 96.43 
 
Table 4: Accuracy in (%) with windowing procedure  
 
If you notice that with window size of 13 images we obtain 
similar accuracy as without window. We therefore dropped 
the window procedure and kept the prediction totally real 
time.  

4   Conclusion and Future Work  
We have presented a novel way of scheduling ORs using 
support vector machines and hidden markov models. Our 
approach of development of support vector machines as 
initial classifier to provide hidden markov model states is 
unique. We have shown that this approach is robust to 

changes in the states of the OR. Also, the data used is from 
real ORs, collected over twenty hours from Shock trauma 
center in University of Maryland at Baltimore hospital. 

Our approach has been shown to have higher classifica-
tion accuracy than systems currently in use (99.5% com-
pared to 95%). It also has instantaneous classification which 
is not present in current systems (have 2-5 minute delays). 
Our system is more robust using video than system pres-
ently in use with vital signs (there can be loss of signal in 
vital signs). 

In future, we plan to deploy our system in Shock Trauma 
Center replacing the current system based on vital signs. 
This involves doing more rigorous testing of the method 
developed. We plan to test on five days of video data com-
ing from ORs. Also, we would be testing it on different ORs 
(current data was collected from OR5, there are 6 ORs OR1-
6). This is essential as the structure of each OR is different. 

We also want to incorporate other states in the hidden 
markov model which would split the OR procedure into 
more stages. For example, we have modeled only four core 
issues and it would be interesting to know about room 
clean/not clean, black bed/white bed, etc. This would help in 
scheduling the OR in more precise manner with respect to 
various stages. Other goals are to make this system com-
mercial and help hospitals all over the country in scheduling 
ORs.         
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Abstract 
As the time goes on, it is a question of common 
sense to involve in the process of decision making 
people scattered around the globe. Groups are cre-
ated in a formal or informal way, exchange ideas or 
engage in a process of argumentation and counter-
argumentation, negotiate, cooperate, collaborate or 
even discuss techniques  and/or methodologies for 
problem solving. In this work it is proposed an 
agent-based architecture to support a ubiquitous 
group decision support system, i.e. based on the 
concept of agent, which is able to exhibit intelli-
gent, and emotional-aware behaviour, and support 
argumentation, through interaction with individual 
persons or groups. It is enforced the paradigm of 
Mixed Initiative Systems, so the initiative is to be 
pushed by human users and/or intelligent agents.  

1 Introduction 
Despite the great variety of Decision Support Systems 
(DSS) tools and techniques, most are simple artefacts devel-
oped to help a particular user involved in a specific decision 
process. However, groups are used to make decisions about 
some subject of interest for the organization or community 
in which they are involved. The scope of such decisions can 
be diverse. It can be related to economic or political affairs 
like, for instance, the acquisition of new military equipment. 
But it can also be a trivial decision making as the choice 
about a holiday destination by a group of friends. It may be 
claimed, therefore, that Group Decision Support Systems 
(GDSS) have emerged as the factor that makes the differ-
ence when one assess the behaviour and performance of 
different computational systems in different applications 
domains, with a special focus on socialization. 

                                                 
∗ The work is partially supported by ArgEmotionAgents project 
(POSI / EIA / 56259 / 2004), which is a project supported by FCT 
(Science & Technology Foundation – Portugal). 

 

 If the group members are dispersed in time and space, the 
need of coordination, informal and formal forms of commu-
nication and information sharing will increase significantly. 
In this work it is proposed an architecture for a ubiquitous 
group decision support system that is able to help people in 
group decision making processes and considers the emo-
tional factors of participants and their associated processes 
of argumentation. This system is intended to be used for 
intelligent decision making, a part of an ambient intelligence 
environment where networks of computers, information and 
services are shared. As an example of a potential scenario, it 
is considered a distributed meeting involving people in dif-
ferent locations (some in a meeting room, others in their 
offices, possibly in different countries) with access to differ-
ent devices (e.g. computers, PDAs, mobile phones, or even 
embedded systems as part of the meeting room or of their 
clothes) (Figure 1). This meeting is distributed but it is also 
asynchronous, so participants do not need to be involved at 
any time. However, when interacting with the system, a 
meeting participant may wish to receive information as it 
appears. Meetings are important events where ideas are ex-
posed, alternatives are considered, argumentation and nego-
tiation take place, and where the emotional aspects of the 
participants are so important as the rational ones. This sys-
tem will help participants, showing available information 
and knowledge, analyzing the meeting trends and suggest-
ing arguments to be exchanged with others.  
 

 
Figure 1 - Distributed decision meeting 
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The use of multi-agent systems is very suitable to simulate 
the behaviour of groups of people working together and, in 
particular, to group decision making modelling, once it ca-
ters for individual modelling, flexibility and data distribu-
tion [Marreiros et al., 2005a]. In classical decision theory, 
proposals are chosen by individual decision makers in order 
to maximize the expected coefficient of utility. However, 
when those choices are transposed to quotidian life, it is 
almost impossible to say that decisions are not influenced 
by emotions and moods.  

2 Ubiquitous group decision making 
Jonathan Grudin [Grudin, 2002] classifies the digital tech-
nology to support the group interaction into three phases: 
the pre-ubiquitous, the proto-ubiquitous and the ubiquitous 
ones. In the pre-ubiquitous phase, that begun in the 70’s, it 
was supported face-to-face meetings. In the proto-
ubiquitous phase, distributed meetings were supported. This 
phase come to life in the 90’s. The ubiquitous phase is now 
getting under way, supports meetings, and it is distributed in 
time and space. The proposed system will be built to de-
velop distributed and asynchronous decision meetings or 
social events. 
Ubiquitous computing was introduced by Mark Weiser 
[Weiser, 1991], and anticipates a digital world which con-
sists in many distributed devices that interact with users in a 
natural way. This vision was too far ahead for its time, how-
ever the hardware to implement Mark Weiser’s vision is 
now commercially available and at a low cost. In an ambient 
intelligent environment, people are surrounded with net-
works of embedded intelligent devices providing ubiquitous 
information, communication and services. Intelligent de-
vices are available whenever needed, enabled by simple or 
effortless interactions, attuned to senses, adaptive to users 
and contexts, and acting autonomously. High quality infor-
mation and content may therefore be available to any user, 
anywhere, at any time, and on any device.  
Today, there is an increasing interest in the development of 
Group Decision Support Systems (GDSS) to formalize and 
develop “any time and any place” group decision making 
processes, instead of “same place and same time” ones. This 
interest came with the need of joining the best potential 
group of participants. With the economy globalization, pos-
sible participants to form the group, like specialist or experts 
in specific areas, are located in different points of the world 
and there was no way to put them in the same decision 
room. Until some years ago, a way out of this scenario was 
to wait until all the participants meet together. Actually, 
there is a growing interest in developing systems to hold up 
such scenarios. 
There are many areas where ubiquitous group decision mak-
ing apparently makes sense. One of the most cited areas in 
literature is healthcare, since patient’s treatment involves 
several specialists, like physicians, nurses, laboratory assis-
tants, radiologists. These specialists could be distributed 
along departments, hospitals or even living in different 
countries. The HERMES system, a web-based GDSS was 
tested according to this scenario [Karacapilidis et al., 2001]. 

There are other GDSS that support ubiquitous decision mak-
ing (GroupSystems software; WebMeeting [Marreiros et al., 
2004]; VisionQuest software). 

3 Mixed initiative systems 
In the last years researchers had pondered on the merits of a 
total automation of user necessities (via intelligent agents) 
versus a total user control of operations and decisions (via 
Graphical User Interfaces) [Shneiderman and Maes, 1997]. 
Indeed, there is an interesting dualism between Artificial 
Intelligence (AI) and Human Computer Interaction (HCI). 
In AI, one tries to model the human thinking by creating 
computer systems able to do intelligent actions. In HCI, one 
designs computer interfaces to attract the user, supporting 
him/her to execute intelligent actions. The link between 
these two fields is the so-called Mixed Initiative Interaction. 
This refers to a flexible interaction strategy, where each 
agent (human or computer) can contribute to problem reso-
lution with their best at their right moment [Hearst, 1999]. 
The concept of Mixed Initiative Systems is quite adequate to 
the group decision field. It is certainly very useful for a par-
ticipant in a meeting to be assisted by a system able to show 
the available information and knowledge, analyzing the 
meeting trends and suggesting arguments to be exchanged 
with other specific participants. 
In this work, a mixed initiative system is seen as a collection 
of joint processes linking users and a community of com-
puter agents that work as a whole, like a personal assistant 
to satisfy user needs. Agent-based systems are ideal to ac-
complish this purpose due to their autonomy and independ-
ence to execute repetitive, boring and time consuming tasks. 
Cesta and D’Aloisi [Cesta and D’Aloisi, 1999] identified 
three characteristics needed in order to make the agents to 
participate in a mixed initiative interaction with users: 
• Agents should adapt their behaviour to the user they are 

supporting, according to the philosophy of adaptive in-
terfaces; 

• Agents should act according to some principles of ini-
tiative shift taking among them, their users and other 
agents in the environment (when they exist); 

• Agents should give to the user a level of ‘super-control’ 
in order to enhance the sense of trust between them. 
The user must have the possibility of inspecting the 
agent and then it will be able to prevent any undesirable 
operation and/or failure. 

The proposed model is a duo between participants and 
agents with a various level of trust in order to work more 
effectively. This solution based on the levels of trust should 
solve the problem of the reliance on the agents. Any partici-
pant of the meeting would question if the agent representing 
him/her was doing the right thing. In this way, participants 
can inspect the agent to see what arguments are being used 
in the interaction process with other agents or participants in 
order to increase or decrease its reliance. A key aspect of the 
agent is its profile that should be specified in an uninter-
rupted process, continuously changing in order to have the 
lager possible amount of information in order to be able to 
predict the participant actions and needs.  
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4 Ubiquitous system architecture 
One’s aim is to present a ubiquitous system able to exhibit 
an intelligent and emotional behaviour in the interaction 
with individual persons and groups.  This system supports 
persons in group decision making processes considering the 
emotional factors of the intervenient participants, as well as 
the argumentation process. 
Groups and social systems are modelled by intelligent 
agents that will be simulated considering emotional aspects, 
to have an idea of possible trends in social/group interac-
tions.  
The main goals of the system are: 
• The use of a simplified model of Groups and Social 

Systems for Decision Making processes, balancing 
Emotional and Rational aspects in a correct way; 

• The use of a decision making simulation system to sup-
port meeting participants. This will involve the emo-
tional component in the decision making process; 

• The use of an argumentation support system, suggesting 
arguments to be used by a meeting participant in the in-
teraction with other participants; 

• The mixed initiative interface for the developed system; 
• The availability of the system in order to be used in any 

place (e.g. meeting room, using a web based tool), in 
different devices (e.g. computers, notebooks, PDAs) 
and at different times (e.g. on-line meeting, asynchro-
nous meetings). 

The system consists of a suite of applications as depicted in 
Figure 2. 

 
Figure 2 - System architecture 

 
The main blocks of the system are: 
• WebMeeting Plus – this is an evolution of the Web-

Meeting project with extended features for audio and 
video streaming. In its initial version, based on Web-
Meeting [Marreiros et al., 2004], it was designed as a 
GDSS that supports distributed and asynchronous meet-
ings through the Internet. The WebMeeting system is 
focused on multi-criteria problems, where there are 
several alternatives that are evaluated by various deci-
sion criteria. Moreover, the system is intended to pro-
vide support for the activities associated with the whole 
meeting life cycle, i.e. from the pre-meeting phase to 
the post-meeting phase. The system aims to support the 

activities of two distinct types of users: ordinary group 
“members” and the “facilitator”. The system works by 
allowing participants to post arguments in fa-
vour/neutral/against the different alternatives being dis-
cussed to address a particular problem. It is also a win-
dow to the information repository for the current prob-
lem. This is a web based application accessible by desk-
top and mobile browsers and eventually WML for 
WAP browsers; 

• ABS4GD – this is the simulation tool resulting from the 
ArgEmotionAgents project. ABS4GD (Agent Based 
Simulation for Group Decision) is a multi-agent simula-
tor system whose aim is to simulate group decision 
making processes, considering emotional and argumen-
tative factors of the participants. ABS4GD is composed 
by several agents, but the more relevant are the partici-
pant agents that simulate the human beings of a deci-
sion meeting (this decision making process is influ-
enced by the emotional state of the agents and by the 
exchanged arguments). The user maintains a database 
of participant’s profiles and the model´s history of the 
group; this model is built incrementally during the dif-
ferent interactions of the user in the system. 

• WebABS4GD – this is a web version of the ABS4GD 
tool to be used by users with limited computational 
power (e.g. mobile phones) or users accessing the sys-
tem through the Internet. The database of profiles and 
history will not be shared by all users, allowing for a 
user to securely store its data on the server database, 
which guarantees that his/her model will be available 
for him or her at any time. 

5 Multi-agent model 
Multi-agent systems seem to be quite suitable to simulate 
the behaviour of groups of people working together [Mar-
reiros et al., 2005a], as well as to assist the participants pre-
senting new arguments and feeding the simulation model of 
the group by observing the interaction and history of the 
meeting. 
Each participant of the group decision making process is 
associated with a set of agents to interact with other partici-
pants. The community should be persistent because it is 
necessary to have information about previous group deci-
sion making processes, focusing credibility, reputation and 
past behaviours of other participants.  
 

 
Figure 3 - Multi-agent model 
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The participant should have access to an Agent Based Simu-
lation Tool for Group Decision (AGS4GD) developed under 
the ArgEmotionAgents project. This tool will improve the 
knowledge of the  community of agents, then making possi-
ble to predict the behaviour of other participants and to ad-
vice on the best practice.  
This support to the participants will be implemented using 
mixed initiative interaction. According to this concept, Intel-
ligent Agent Based Systems can offer solutions where the 
user is allowed to change the proposed ones (e.g. to a par-
ticular problem), permitting the user to learn at the same 
time with his/her interactions, changing algorithms and 
models, therefore closing the gap on its view of the world in 
future interactions. 

6 ABS4GD description 
According to Zachary and Ryder [Zachary and Ryder, 1997] 
there are two different ways to give support to decision 
makers. The first one is supporting them in a specific deci-
sion situation. The second one intends to give them training 
facilities in order to acquire competencies and knowledge to 
be used in a real decision group meeting.  
In our approach the decision making simulation process 
considers emotional aspects and several rounds of possible 
argumentation between meeting participants. The simulator 
is composed of several agents, but the more relevant are the 
participant agents that simulate the human participants of a 
meeting. This decision making process is influenced by the 
emotional state of the agents and by the exchanged argu-
ments [Marreiros et al., 2006a]. A database of profiles and 
history with the group’s model is maintained and this model 
is built incrementally during the different interactions with 
the system. It is important to notice that this simulator was 
not developed in order to substitute a meeting or even to 
substitute some meeting participants. The simulator is a tool 
that can be used by one or more participants to simulate 
possible scenarios, to identify possible trends and to assist 
these participants (in this way it can be seen as a what-if 
tool of a decision support system). However, the criteria 
used by this decision support system are not just rational, 
since they will consider emotions [Santos et al., 2006]. 
In this section it is characterized the decision problem and 
the group decision making protocol, also detailing the main 
components of this simulator, with particular focus on ar-
gumentation and emotion.  

6.1 Decision problem configuration 
The alternatives are completely identified by the participant 
agents. Let A={A1,A2,…,An} be an enumerated set of n alter-
natives, where n >= 2. The criteria are also known. Let 
C={C1,C2,…,Cm} be an enumerated set where m >= 2. The 
decision matrix will be composed of n alternatives and m 
criteria. Let D = [Dij]nxm where Dij represents the value of 
the alternative Ai respectively to criterion Cj, and  i = 1,…n 
and j = 1,…m. 
The participants of a specific simulation constitute the set 
AgP = {AgP1,…,AgPk}, where k is the number of partici-

pants and k >= 2. Each AgPi has defined a set of weights for 
the criteria. Let WAgPi = { WC1,…,WCm} be the set of weights 

for AgPi, where 0,1
1

≥=∑
= jC

m

j jC WW , standing for the defini-

tion of a multi-criteria problem. 

6.2 Group decision making simulation protocol 
It is possible to find several classifications of decision mod-
els and problem solving. One of the most cited is Simon’s 
classification that identifies the following phases: intelli-
gence, design, choice and implementation [Simon, 1960]. 
Another classification is based on the political model, in 
which the decision is seen as a consequence of strategies 
and tactics used by individuals, aiming that the final result is 
the most advantageous [Salancik, 1977]. In this model, it is 
assumed that group members have different and possibly 
conflicting goals, leading to problems of conflict resolution 
and of power relations among them. 
The proposed protocol combine the ideas mentioned before, 
with the particularity that here one is only considering the 
choice phase (Figure 4). It is not handled the pre-decision 
one, where the decision problem is taken in consideration as 
well as the simulation parameters (e.g. approving rule, dura-
tion). 

Each partipant analyse the different alternatives 

Group formation 

Simulation Start 

Each participant vote in his most preferred alternative 

Participants Exchange persuasive arguments  

Participants evaluate the received arguments 

Participants revise their knowledge base based on the previous interactions 

Approval End of simulation 

 
Figure 4 - Group decision protocol 

6.3 Argumentation system 
During a group decision making simulation, participants’ 
agents may exchange the following locutions: request, re-
fuse, accept, request with argument. 
Request (AgPi, AgPj, α, arg) - in this case agent AgPi is ask-
ing agent AgPj  to perform action α, the parameter arg may 
be void and in that case it is a request without argument or 
may have one of the arguments specified in the end of this 
section. 
Accept (AgPj, AgPi, α) - in this case agent AgPj is telling 
agent AgPi that it accepts its request to perform α. 
Refuse (AgPj, AgPi, α) - in this case agent AgPj is telling 
agent AgPi that it cannot accept its request to perform α. 
In Figure 5, it is possible to see the argumentation protocol 
for two agents. However, note that this is the simplest sce-
nario, because in reality, group decision making involves 
more than two agents and, at the same time AgPi is trying to 
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persuade AgPj that, this agent may be involved in other per-
suasion dialogues with other group members. 

AgPi 

Request α 

Accept α 

Refuse α 

Terminate 

Request (α, Appeal_counter_example) 

Request (α, Appeal_past_prev_practice) 

Request (α, Appeal_self_interest) 

Request (α, Appeal_past_reward) 

Request (α,Reward) 

AgPj 

Request (α, Threat) 

 
Figure 5 - Argumentation protocol for two agents 

 
Argument nature and type can vary, however six types of 
arguments are assumed to have persuasive force in human 
based negotiations [Karlins and Abelson, 1970][O’Keefe, 
1990] [Pruitt, 1990]: threats; promise of a future reward and 
appeals; appeal to past reward; appeal to counter-example; 
appeal to prevailing practice; and appeal to self interest. 
These are the arguments that agents will use to persuade 
each other. This selection of arguments is compatible with 
the power relations identified in the political model [French 
e Raven, 1959]: reward, coercive, referent, and legitimate. 
This component will generate persuasive arguments based 
on the information that exists in the participant’s agent 
knowledge base [Marreiros et al., 2006b] 

6.4 Emotional system 
The emotions that will be simulated in our system are those 
identified in the reviewed version of the OCC model: joy, 
hope, relief, pride and gratitude, like distress, fear, disap-
pointment, remorse, anger and dislike [Marreiros et al., 
2005b]. The agent emotional state (i.e. mood) is calculated 
in this module based on the emotions felt in past and in the 
other agents’ mood [Santos et al., 2006]. 
Each participant agent has a model of the other agents, in 
particular the information about the other agent’s mood. 
This model deals with incomplete information and the exis-
tence of explicit negation, following the approach described 
in [Neves, 1984]. Some of the properties that characterize 
the agent model are: gratitude debts, benevolence, credibil-
ity [Andrade et al., 2005]. 
Although the emotional component is based on the OCC 
model, with the inclusion of mood, it overcomes one of the 
major critics that usually is pointed out to this model: OCC 
model does not handle the treatment of past interactions and 
past emotions. 

6.5 Implementation  
Some details of the implementation of the simulator are 
described here. The system was developed in Open Agent 

Architecture (OAA), Java and Prolog. OAA is structured in 
order to: minimize the effort involved in the creation of new 
agents, that can be written in different languages and operat-
ing on diverse platforms; encourage the reuse of existing 
agents; and allow for dynamism and flexibility in the 
makeup of agent communities [OAA, URL]. 
Some screens of the prototype may be found in Figures 6 
and 7.  

 
Figure 6 – Argumentation dialogues 

 
Figure 6 shows an extract of the arguments exchanged by 
the participant agents. Once a simulation is accomplished, 
agents update the knowledge about the other agent’s profile 
(e.g. agent credibility). 

 
Figure 7 - Community of agents 

 
Figure 7 shows the collection of agents that work at a par-
ticular moment in the simulator: ten participant agents, the 
facilitator agent (responsible for the follow-up of all simula-
tions), the voting agent, the clock agent (OAA is not spe-
cially designed for simulation, for that reason it was neces-
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sary to introduce a clock agent to control the simulation), 
the oaa_monitor (i.e. an agent that belongs to the OAA plat-
form, and is used to trace, debug and profile communication 
events for an OAA agent community) and the application 
agent (responsible for the communication between the 
community of agents and the simulator interface). 

7 Conclusions 
This work proposes a simple architecture for a ubiquitous 
group decision making system able to support distributed 
and asynchronous computation. This system will support a 
group of people involved in group decision making, being  
available in any place (e.g. at a meeting room, when using a 
web based tool), in different devices (e.g. computers, note-
books, PDAs) and at different time (e.g. on-line meeting, 
asynchronous meetings). One of the key components of this 
architecture is a multi-agent simulator of group decision 
making processes, where the agents present themselves with 
different emotional states, being able to deal  with incom-
plete information, either at the representation level, or at the 
reasoning one [Neves, 1984]. The discussion process be-
tween group members is made through the exchange of per-
suasive arguments, built around the same premises stated to 
above. Future work includes the refinement of the architec-
ture, as well as the improvement of the interaction between 
the simulator and the group members, here declared under 
the umbrella of the mixed initiative systems paradigm. 
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Abstract

Ambient Intelligence seems to be a perfect field to
evaluate common sense reasoning algorithms as en-
vironments full of smart transmitters and receivers
could resemble the real world where human senses
the surroundings and processes input to use it in
an intelligent way. But is it real enough? Will
it be really easier to use common sense process-
ing to predict what somebody’s behavior means?
By simple experiments with automatically created
pseudo-Schankian Scripts we will show that nat-
uralness of human action varies strongly - proba-
bly depending on evaluator’s personal background,
experiences and imagination. To limit the contex-
tual situation we created virtual house by describ-
ing it with words for actors, places, tools, objects
and motions common for such a place. Then we
made the system check the commonness of actions
randomly performed in this environment and see if
an action is significantly against common sense or
not. We will show that evaluation of naturalness
becomes clearer and fairer when context is set but
we will also call into question that ambient tech-
nologies can describe the context well while they
could do just opposite - they could limit it. In this
paper we also describe other problems of common
sense when used in AmI and suggest some possible
solutions.

1 Introduction

It has been almost a half of century since Mortimer Taube
wrote the first anti-AI book, ”Computers and Common Sense:
The Myth of Thinking Machines”[Taube, 1961]. Although it
did not receive much attention, it clearly shows that from the
very beginning of less or more advanced technologies people
doubted that machines could process the vastness of knowl-
edge called ”Common Sense” (in this paper often abbreviated
to CS) which we gather from the first moments of our lives.
It has been always called ”the Holy Grail of AI” but none
of the developed systems could be claimed fully successful.
The turn of the century brought us repositories as CyC being
built by specialists, OpenMind CommonSense being created

by mass collaboration of Web users[Singh, 2002] or Thought-
Treasure built mostly by one person[Mueler, 1998] and lexi-
cal databases like WordNet[Fellbaum, 1998]. Gathering com-
mon sense knowledge entries became main trend in the field
of CS and we also concentrated on this task, though we try
to achieve more automatic acquisition methods. However,
the more experiments we performed, the more they made us
doubtful about the main-stream ”collecting approach”. The
main problem - lack of contextual flexibility which brings the
lack of universality - is still being ignored. We can collect
plenty of commonsensical data about some objects and their
properties but the usability of this knowledge will change in
different situations or with different actors. Is Common Sense
really universal knowledge? It surely changes its common-
ness depending on the situation and we showed it in a very
simple experiment. Evaluating such knowledge without con-
text does not make much sense but is it the Ambient Intel-
ligence where Common Sense researchers could prove their
systems work well? When Locke[Locke, 1690] proposed the
term “common sense” he meant a sense which combines in-
put form other senses into “human understanding”. At first
sight Ambient Intelligence seems to give us what common
sense researches lack most often nowadays - real applica-
tions with real input from real environment. From the ar-
ificial senses which could create Lockian Common Sense.
However, a kitchen stuffed with sensors, RFID tags / read-
ers and intelligent fridges still does not understand what is
really going on inside it except predicted input combinations.
Even if everyone wears “smart clothes” and the system gets
hold of who does what - it will not necessarily be able to
recognize what such behavior pattern could possibly mean
and to what consequences it could lead. The problem of pre-
programming every possible scenario will remain and Com-
mon Sense in Ambient Intelligence will be common only for
a given ambient even if sharing data from similar devices of
other users. In the next section we describe above mention
experiment demonstrating problems of common sense evalu-
ation and then we will present a model scenario in a fashion
of famous ISTAG’s scenarios for 2010[Ducatel et al., 2001]
explaining problems and our ideas for solving them.
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2 Confirming Some Obvious Things About
Common Sense

Before we go to the crux of the matter, we will briefly de-
scribe the experiment which confirms facts most of us feel
to be obvious but which are widely ignored by “Knowledge
Collection-Oriented” main-stream of current CS research.

2.1 Automatic Minimal Script Retrieval

In our research we use several languages from different lan-
guage groups but here we will introduce results of experi-
ments performed with Japanese (to implement our method
to some language it is enough to change the grammar forms
for retrievals, for example to use English prepositions in-
stead of Japanese particles). The system analyses one pat-
tern sentences describing simple actions in form of one noun,
one particle and one verb and tries to retrieve most com-
mon previous and following actions imitating an idea of
Schankian scripts[Schank et al., 1998]. A sentence (Place)-
Noun (+place particle) Noun (+object particle) Verb (called
here ”motion”) is inputted and such combination is being
confronted with the Web. Then the neighbors are retrieved
for extracting previous and next actions (for faster retrieving
we use web-based bigram and trigram dictionaries of nouns,
particles and verb combinations). This algorithm allows to
automatically create minimal scripts, for example ”Give birth
to a child → take care of (it) → do best” or ”wait for friends
→ have fun → go back home”. The next step was to evaluate
these retrievals.

2.2 Experiments and Results

We picked results of 34 inputs made by users. Wide range of
different words was chosen as we wanted to keep the broad-
ness of common sense knowledge - any kind of action was al-
lowed and only thing we set was telling users that these action
would be faced and analyzed by house-helping devices. We
presented 10 judges an evaluation list where every input was
also divided into ”place + motion”, ”object + motion”. Ad-
ditionally possible previous and following actions were pro-
posed. Every such output was also labeled by the system as
”natural” or ”unnatural” and a user was to mark such label
in a scale from 0 to 5 in two levels: how precise the label is
and how useful it would be for an intelligent house. Previ-
ous and next actions were evaluated for naturalness instead
of preciseness. The average marks given by ten judges for
the preciseness of automatic naturalness labeling were 66.4%
for the whole action sentence, 85% for object-verb form and
(quite surprisingly) only 57% for ”place+verb” form. The
usefulness for these three forms was evaluated similarly :
61.2%, 80.2% and 54%. Previous actions were evaluated
natural in 67.8% and useful in 61.2% cases while next ac-
tions were evaluated natural in 55% and useful in only 45.5%
cases. After taking a closer look to the evaluation data, it
became clear that what is natural and useful depends deeply
on individual factors which are hard to estimate - probably
from own experiences to richer or poorer imagination. Figure
1 shows an example of opinion dispersion among judges.

Figure 1: Example of opinion dispersion while evaluating
system’s measurement of common action naturalness

3 When “Cooking Rice” Becomes
Uncommon?

It can be said that thinking too much about commonsensi-
cal happenings distorts the commonness of these happenings.
Deep thinking about shallow things may be one of the key
problems in this case. As seen in the example in Figure
1, cooking rice is of course natural for every judge (output
was judged by native Japanese) but ideas about naturalness of
cooking and rice varies heavily depending on the place. Very
wide expressions are easy to be agreed on, however more de-
tails triggers some psychological mechanisms and the ideas
of commonness start to vary. To keep everyone’s imagination
focused and still be able to increase the number of details,
we decided to limit the user’s imagination by preparing more
detailed experiment environment.

3.1 Limiting User’s Imagination
As we are thinking about implementing commonsensical
knowledge into a intelligent system helping at home, we de-
cided to set a simulation environment at the house with lim-
ited number of actors (4, e.g. child, dog) performing limited
”motions” (24, e.g. to eat, to open, to bring) with limited ob-
jects (32, e.g. knife, pot, trash) in limited places (8, e.g. toilet,
balcony, shelf).

3.2 Experiments in More Specific Ambient
Random actions were created in following form: actor (sub-
ject particle) - place (place particle) - object (object parti-
cle) - verb (”motion”). When motions as ”giving” were in-
volved, ”place” was being replaced with another ”actor” cho-
sen randomly from the set. Then the system was checking
the Web frequency for every combination of actor, place, ob-
ject and motion. Depending on these results, the system was
1) approving the action as natural (15% of cases) 2) suggest-
ing which part is unnatural (55%) or 3) claiming that action
has too many uncommon parts that is not worthy analyzing
(30%). For instance ”mum gives a child spaghetti” was eval-
uated natural, ”a kid puts back a soap to the balcony” drew
suggestion that ”soap” is unnatural part of this action and ”a
robot opens a rice-cooker at the toilet” was rejected as be-
ing ”too strange”. Then we made 14 judges familiar with
the environment and actors evaluate 40 outputs. The average
evaluation estimated in the middle as in the experiment de-
scribed in the previous section but what we were interested
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in was the opinion dispersion. In comparison to the previ-
ous experiment, the number of asymmetric or flat evaluations
(where judges opinions varied heavily) dropped from 57%
(only the whole actions were considered) to 15%. Most of
the dispersed opinions was on actions where robot was an ac-
tor or balcony was a place.

3.3 Conclusions From This Trial
Three conclusions may be drawn:

• Very obvious truths are evaluated natural and useful but
the context may make them unclear, less useful or even
untrue;

• Common sense knowledge should be gathered together
with context or, as is our choice, should be retrieved on
spot for given context;

• Technologies allowing to recognize given situation of
real life should be a good place to test CS algorithms.

As it is easy to guess, the last conclusion led us to Ambient
Intelligence. Common sense knowledge system experiments
should be performed in environments where programs are
tested in the same situations with the same set of details. Al-
though we specialize in retrieving common sense knowledge
from the Internet, we felt that Ambient Intelligence could
become very convenient training ground. Surely a discus-
sion on how to stimulate progress in interdisciplinary field of
CS reasoning should be done together with AmI specialists,
hoewver the open question is - will AmI lead to achieving
Holy Grail of AI? In our opinion it will help but we have to
be really careful. We need as much sensor input as possi-
ble but we must remember how specific is the aim of AmI.
Gathering knowledge about one user, one group or one envi-
ronment will tend to build semantic dependencies concentrat-
ing on market-driven choices of input. The holistic approach
for learning CS from all sensors data will be simply impos-
sible just because companies and users will naturally protect
their data. One of the possible solutions could be sensor input
simulation which basic ideas were already introduced back in
2003[Rzepka et al., 2003]. Before explaining our ideas on
this matter, we will present a short scenario showing some of
the possible problems.

4 Scenario 5: ’Susan’ - Housewife
After not so long but sound sleep1, Susan wakes up at her
bedroom. Her Private DayScheduler (PDS) had no reason to
wake her up as it didn’t recognize anything in “TV-guide”
which could be interesting for her. If it did, the program
would be recorded and the day rescheduling would be per-
formed depending on the tasks planned for this particular
day. Her kids have gone to school already after being waken
up by their PDS - they are big enough to eat what Smart
Kitchen suggested Susan yesterday. She cares much about
what her kids eat everyday and Smart Kitchen always helps
her to choose new healthy products which people recommend
in their blogs. But today Susan has one problem which is her

1Similarity to the ISTAG scenarios is intentional however the
purpose of writing it is a bit different.

terrible headache. The Smart Kitchen discovered her unusual
state but had no idea that is because of drinking too much gin
and tonic on the previous night. Susan asks for a pain-killer
and it soon helps with her headache, however she feels heavy
raising herself up and taking some milk from the fridge. Her
movement caused the preprogrammed reaction - the coffee
maker switched on. For Susan the scent of coffee during the
hangover is the worst thing she can imagine, so she feels bad
again and goes out to take a deeper breath of fresh air. Her
PDS reacts immediately assuming that the shopping planned
for the afternoon is now rescheduled. Within a few seconds
she hears the beep and a little screen recommends her the
nearest grocery. A bar code for all the things which must
be bought appears - now it is enough to bring it to the store
where special assistant will suggest the recommended equiv-
alents. It (assistant is a little tool) already knows that Susan
loves novelties even if the price is a bit higher than usual. But
she is not in mood for shopping. She enters the park and sits
on the bench dying for some rest. PDS beeps constantly try-
ing to show her way to the grocery, so she switches it off. She
knows that the security system calls her husband and the near-
est police station if her PDS goes off in a dangerous place.
What she does not know is that this park has been just listed
on the Metropolian List of Dangerous Places. Somebody had
his intelligent clothes stolen here last night...

5 Sensors Need Help As Well As We Do
The simplest way to avoid some of the situations described
above would be a natural language interface which asks what
is going on with Susan and understands the possible conse-
quences of having hangover. However, people are not always
in mood to explain a machine their feelings. It would be much
easier to guess what is happening if commonsensical knowl-
edge as “too much gin and tonic in the evening = possible
hangover in the morning” was taken into consideration. Of
course questions as “how much is too much” or “what does
it mean in numbers that human becomes slower during the
hangover” remain unanswered until Susan repeats her “drink-
ing” and “feeling unwell” actions several times. But what
does it mean that she drinks every night? Why her busy hus-
band is not informed about it but he has a call about her rest-
ing on the park bench? Analysing human behavior just upon
partial input will always be dangerous but the more possible
conclusions are drawn, the less likely it is to be sure about the
situation. The machine needs other sources of confirmation
to recognize danger correctly or to avoid turning user’s life
into a nightmare where he or she is afraid to do anything un-
usual just to avoid possible problems with gadgets designed
to make their life easy. Socio-political factors are not the only
issue here, we need solutions already on a very prosaic level.
In next subsections we introduce some of our thoughts which
could bring some help or at least pass some hints to AmI de-
velopers.

5.1 Digging Treasures In the Garbage Can -
Common Sense From the Web

As we already mentioned above, we retrieve common be-
havior patterns from the WWW. This is one of the practical

94



Figure 2: Representation of A.I. in a shape of five rings show-
ing flat dependency between outside layer of real-world and
inside layer of processing outside data to e.g. learn common-
sense knowledge.

Figure 3: Our idea of supplementing the missing data by text
mining the Web in order to achieve missing or ignored data.

examples of our philosophy which could be represented as
shown in Figures 2 and 3.

The main assumption is based on observations nicely de-
scribed in James Surowiecki’s bestseller “The Wisdom of
Crowds”[Surowiecki, 2004] and says that the ordinary peo-
ple’s knowledge is almost always correct especially if the
specialist opinions are mixed with jokes or very silly opin-
ions. Receiving a global input from all the devices of AmI
could help us a lot - but as we mentioned before - the business
would not let it happen and even if open source version would
arise - the users would probably avoid giving away their pri-
vate data. AmI will need the support of the Web - if not se-
mantically, then at least as a model to mine behaviors just as
web-mining analyses browsing patterns now. However, our
claim is to retrieve lexical structure in order to build semantic
structures to cooperate with any input from the outside world
as any of such input can be represented in natural language. It
is the point when our approach of “Crowds-supervised learn-

ing” starts. The next step, or rather the step to be made simul-
taneously, is an universal theory (or rather assumption) for all
humans behaviors.

6 AmI And Global Ethics
We presented our idea of Crowds being ethically cor-
rect during the first Machine Ethics Session of AAAI
Fall Symposium in 2005[Rzepka, 2005] although we
were developing algorithms telling Good from Bad years
ago[Rzepka, 2002]. Last year we presented a supplement
proposing to calculate Bentham’s Felicific Calculus2 by
using our techniques[Rzepka, 2006]. If we succeed, the pro-
gram should be able to measure following variables (vectors):

• Intensity - how strong is user’s feeling? “Losing a par-
ent” and “losing a watch” is a different world but it is
hard to conclude from the lexical surface only - affective
computing must be performed in order to measure the
intensity of possible human reactions.

• Duration - how long an emotion lasts? What is the differ-
ence between “one hour party” and “whole night party”?
Will it be better for the user if I set up one minute of his
favorite music or one hour?

• Certainty or Uncertainty - how sure can I be about be-
ing punished or awarded? Buying will assure human
the pleasure but counting on somebody giving me some-
thing leaves the risk that I will not feel the expected
amount of pleasure because I will not get what user
wanted.

• Propinquity or Remoteness - how close is the posi-
tive/negative emotion from the user? What is the differ-
ence if his close friends has won something than a case
where such thing happens to my neighbor.

• Fecundity - the probability that one sensation will be fol-
lowed by the same kind of sensation. Will a good state
of something remain good or is it going to worsen? Will
my decision keep my user in good mood?

• Purity - the probability that one sensation of the opposite
kind will be followed by sensations of opposite kind. By
default the machine should always try to preserve user’s
good emotional state and do everything to avoid wors-
ening it.

• Extent - the number of users to whom my decision or
some happening extends. For instance if the machine’s
decision affects one coworker of its user instead of ten,
it is preferable choice.

Algorithms based on utilitarian ideas will probably have more
acceptance within AmI communities than in other fields but
still there will be a large margin for discussion on hedonistic

2Jeremy Bentham’s famous quote “Nature has placed mankind
under the governance of two sovereign masters, pain, and pleasure.
It is for them alone to point out what we ought to do, as well as to
determine what we shall do?” [Bentham, 1789] is controversial, we
agree, but probably it is easier to implement than Kantian ethics and
we will avoid the discussion which philosophy fits us most!
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background to all human behaviors. But on the other hand us-
ing evaluation techniques on common happenings and objects
could lead to safety valve letting the system recognize danger
even if given case was not inputted beforehand. Research on
retrieving opinions about e.g. products by using specific lan-
guage features could help on retrieving the emotional load of
human behaviors and their consequences.

7 Final Conclusions
By setting different environments giving different set of in-
puts (RFID or any other kind of sensors) we would achieve
a method for equal evaluation for Common Sense Reason-
ing specialists, their databases and algorithms. In our opinion
we are still far away from universality of intelligent systems
using Common Sense because its researchers have problems
with comparing their systems. Collected knowledge should
be tried not only in single, still limited applications but in
constantly changing real world simulations. However, even if
bumping into reality seems to be a great method for testing
CS systems, it does not mean that Ambient Intelligence will
solve problems of digitalizing Common Sense. In this paper
we tried to show remaining problems by creating an example
scenario and suggested several ideas which might be helpful
for AmI. These ideas could be described in two bigger groups
- “Web Support for Knowledge from Sensors” and “Crowds
Ethics for Intelligence Systems”. Our future work is to con-
tinue developing our methods testing them in smart environ-
ments whenever it is possible. We are also open for any kind
of cooperation as Japan has implemented several AmI tech-
nologies already but our knowledge on the field is insufficient
to prepare professional tests.
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