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Abstract

Properties of the Act-r conflict resolution suggest
the possibility of modelling a behaviour at differ-
ent activation levels of the autonomic nervous sys-
tem. A model of the classical Yerkes-Dodson ex-
periment was built to test the predictions. The re-
sulting model explains such psychological phenom-
ena as the inverted-U curve, relating performance
to arousal, within the mathematical representations
of equations in Act-r. Dynamical optimisation
of the two crucial parameters, namely goal value
and gain noise variance, may produce more opti-
mal solution paths. We argue that subjects also
perform such optimisation as including it into the
models can produce a better match with the data.
The dynamics corresponds to activational and mo-
tivational changes, related to experience of emotion
during problem solving, which leads to interesting
speculations about a role emotion in intelligence.

Introduction

Recent progress in cognitive modelling has allowed
the testing of quite broad range of human psychol-
ogy and cognition theories. A lot of experiments in
psychology have been reproduced by cognitive sci-
entists within theories such as Soar or Act. This
produced new insights into understanding of some
phenomena of human memory, learning, perception
and reasoning. Yet there have been few attempts
to understand emotion and affect within this frame-
work.
It is known that emotion accompanies problem

solving and it is closely related to cognitive pro-
cesses such as learning, decision making and mem-
ory. It is becoming evident that cognitive models
should take emotion into account (Belavkin, Rit-
ter & Elliman 1999). A lot of these models simu-
late subjects solving various puzzles and problems,
some models consider children, as in (Jones, Ritter &
Wood 2000), whose emotions are easily observable.
We believe that the cognitive science approach will
help us to understand better what happens to the
thinking process itself as a result of these emotions.
What is the difference between assembling the tower
of Hanoi in an angry or a happy mood?

Decision making in Act-r

Many ideas in this work were inspired by the re-
sults of the Tower of Nottingham model (Jones
et al. 2000), which was used to study cognitive de-
velopment. In particular, the model with increased
noise in conflict resolution, which produced a very
good match with 7 y.o. children using just the noise
variance parameter. This result pointed to the need
of a closer investigation into the Act-r conflict res-
olution mechanism.
In Act-r a conflict between several production

rules matching the goal is resolved by selecting a rule
with the highest expected gain E = PG − C + ξ(τ),
where P is expected probability of achieving the goal
if the rule fires, G is the value of the current goal,
C is expected cost of that rule, ξ(τ) is a random
variable representing noisy, non-deterministic part
of Act-r, Here τ is the noise temperature related
to the noise variance σ as τ =

√
6σ/π. In Act-r

P and C can be learned statistically, while G and τ
are set through global parameters.
The probability of selecting a particular i-th rule

out of n in the conflict set is given by the Boltzmann
equation (see eq. 3.4 in Anderson & Lebiere, 1998).
We looked at how this choice probability depends on
P s and Cs of rules at extreme values of G and τ . The
resulting asymptotic properties can be summarised
as follows:

i) τ → 0 (low noise). The choice is too deterministic:
excessive reliance on the past experience, which
may become obsolete in a changing environment.

ii) τ → ∞ (high noise). The choice is random and it
does not depend on the learned expected proba-
bilities P and costs C.

iii) G → 0 (low motivation). The choice is completely
determined by Cs and not by P s.

iv) G → ∞ (high motivation). Opposite to the pre-
vious, the choice does not depend on Cs, but is
purely determined by P s.

The ratio G/τ determines how much the choice
depends on the learned statistics and it may repre-
sent confidence. It can be shown that even when



the ratio remains constant, the costs are more im-
portant for low G and τ , while probabilities are more
important for high values.

The Yerkes-Dodson experiment model
Asymptotic properties suggest that together the val-
ues of G and τ represent the activation or the “en-
ergy” of a cognitive process (arousal in activation
theory of emotion). In order to illustrate different
choice strategies at different activation levels, pre-
dicted by the properties, a model of the famous
Yerkes-Dodson experiment (Yerkes & Dodson 1908)
was built using Act-r (Fig. 1). One of the objec-
tives was to obtain the Inverted-U curve effect relat-
ing performance (speed of learning) and arousal.

Figure 1: Left: user interface of the Yerkes-Dodson
experiment simulation. Right: error curves for weak
“W”, medium “M” and strong “S” activation. The
fastest decay is at medium (“M”) stimulation.

The model uses both statistical and procedural
learning (production compilation). High noise af-
fects the use of the learned statistics resulting in
performance degradation. In changing environment
too little noise may result in repetitive errors (ob-
served on the model). At low activation the model
is unlikely to make decisions with high costs (as pre-
dicted by iii)), but the preference changes with the
activation increase.
The model demonstrated that the Inverted-U

curve effect can be observed: the fastest learning
corresponds to a certain level of activation (values
of G and τ) even when the ratio G/τ remains con-
stant.

Optimal performance and emotion
The optimal activation level (G, τ values corre-
sponding to the fastest learning) is task specific and
it may not be known in advance. If G and τ remain
constant during the simulation run (as they are by
default in Act-r), there is no chance to find their
optimal values. The well known optimisation meth-
ods, such as simulated annealing, or search meth-
ods, such as best-first, suggest the following strat-
egy for dynamic optimisation of G and τ : problem
solving should begin with low goal value G and high
noise τ (high temperature state; also low G results
in breadth-first search behaviour); after some statis-
tical information about the application of rules has
been learned, the increase of G and decay of τ will

make the choice less random and rely more on the
learned information (cooling the system down, or
making the search deeper).
This optimisation strategy corresponds well to the

behaviour of an emotional problem solver: on experi-
encing a success motivation and confidence increases
(higher G and G/τ), as it is accompanied by positive
emotions, such as joy. On failure the experienced
negative emotion, such as frustration, results in de-
crease of motivation and confidence (G and G/τ),
which corresponds to heating the system up from a
glass state in simulated annealing.
Dynamic control over the goal value G and noise

temperature τ may improve the match between in
Act-r models and data, which we demonstrate on
the Tower of Nottingham and Yerkes-Dodson exper-
iment models.

Conclusions
We showed how some effects of emotions on problem
solving can be modelled in cognitive architectures
with nondeterministic and statistical learning capa-
bilities, like Act-r. In such architectures, changes
of motivation (maximum cost, or goal value G) and
randomness (noise temperature τ) can produce no-
ticeable effects on the behaviour of models. This can
be used both for a better data matching and mod-
elling the behaviour of subjects in highly active or
passive emotional states. The demonstrated simi-
larity between optimisation methods and emotional
reactions during problem solving, suggests that emo-
tion makes a positive contribution to intelligence,
as it implements powerful heuristic methods already
known and used elsewhere in AI.
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