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Abstract—Hand gesture recognition aims to recognize 

the meaningful expressions of hand motion. It is widely 

used in information visualization, robotics, sign language 

understanding, medicine and healthcare. Some methods 

have been proposed for hand gesture recognition. But no 

single algorithm can handle all kinds of situations, because 

of the complex environment. 

 In this study, we propose a hybrid method for hand 

gesture recognition, which extends our previous work on a 

gesture recognition method based on concept learning by 

the addition of an association learning process. We use 

association learning to reveal the frequent patterns in 

gesture sequences, and then use  such patterns to help 

recognize incomplete gesture sequences. Experiments show 

the use of association learning does indeed improve 

recognition accuracy. Experiments also show the hybrid 

method is comparable to two state of the art methods 

(HMMs and DTW) for hand gesture recognition, but 

outperforms them in the larger datasets. 
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I. INTRODUCTION 

Gesture recognition is one of the most important tasks 

in artificial intelligence and data mining area. Many 

applications of gesture recognition play an interesting 

role in intelligence environments, such as hand gesture 

recognition, audio expression recognition and facial 

expression recognition. In our daily lives, hand gestures 

are frequently used to interact with the environment 

around us, so it’s an important function in this field. In 

the past few years, some gesture recognition methods 

have been proposed to recognize meaningful 

expressions of hand motion, and they are relevant to 

information visualization, robotics, sign language 

understanding, medicine and healthcare area. In general, 

these approaches can be classified into four categories: 

FSMs (Finite State Machines)[1], Particle Filtering and 

Condensation Algorithm[2], Connectionist Approach[3] 

and HMMs (Hidden Markov Models)[4]. Recently, 

CRF model[5] is proposed in glove-based gesture 

recognition area, and a study in the use of reusable 

gestures for interaction has been reported in [6]. 

Because of the complexity of the problem, no single 

algorithm can handle all kinds of situations. Each 

method has its own particular view to understand and 

descript the dataset. In the real world, the sensory data 

is usually very noisy and the hand gesture instances vary 

from person to person. Thus, we need to combine some 

different methods to take their advantages to get a better 

result. 

Our gesture recognition research is focused on 

developing technologies for studying the motion and 

interaction with a data glove which can augment the 

capabilities of some users to perform some tasks. In the 

previous work, we use clustering ensembles to get the 

high confidence clusters which can be recognized as 

gestures. Because of the difference between different 

users, we need a method to reuse and update a set of 

defined gestures for interacting with the dynamic 

environment. Thus, we employ a self-training approach 

to renew the training set, and then improve the accuracy 

of recognition. Hand gesture spotting implies 

determining the start and end points of a meaningful 

gesture pattern from a continuous stream of input 

signals. We adopt the idea of association rule to 

discover some relationship between different postures, 

and help us to identify some unclear gestures. In this 

paper, we propose a hybrid method for gesture 

recognition. The experiment shows that the integration 

can be done efficiently and the performance is 

comparable to other classical methods. 

II. RELATED RESEARCH 

A. Self-training Methods  

Self-training is an important semi-supervised learning 

method[8,9]. It starts with a small set of labeled data 

and trains the initial classifier with them. Then it uses 

the classifier to classify the unlabeled data. Only the 

instances which have high confidence are added to the 

labeled dataset with their predicted labels. The self-

training method will retrain the classifier with the new 

training set, and repeat the process for several rounds. 

In the training procedure, the classifier teach itself by its 

own predictions and that improve the classification 

performance. 

Ng and Cardie[8] use bagging and majority voting 

methods to implement self-training algorithm and define 

is as a “single-view weakly supervised algorithm”. A 

different definition is given by Clark et al.[9]- self-



training is a procedure in which "a tagger that is 

retrained on its own labeled cache on each around". 

Self-training plays an important role in the field of 

pattern recognition. In language processing area, Riloff 

et al. [10] uses self-training to identify subjective nouns. 

Maeireizo et al. [11] uses self-training to classify 

‘emotional dialogues’ and ‘non-emotional dialogues’. In 

this paper, we use the self-training method to rebuild the 

training set    in order to improve the gesture recognition 

performance. 

B. Associative classification  

In order to build an accurate classifier, the aim of 

classification rule mining is to discover a small subset of 

rules in the dataset, and usually miss some rules which 

are useful in some cases. In classification rules, there is 

only one pre-specified target, i.e. the class. But 

association rule mining can find all the rules in the 

dataset that satisfy some conditions, and its target is not 

pre-specified. Thus, Liu[11] propose an integrated  

method, called associative classification, which combine 

the association rule mining and classification. 

 Recently, some effective associative classification 

methods have been presented. CPAR[13] uses a greedy 

algorithm to generate and tests rules to avoid missing 

important rules. CMAR[14] extends the FP-growth 

method and adopts the CR-tree to store and retrieve 

mined association rules. MCAR[15] employs a rule 

ranking method to build the classifier with the high 

confidence rules. Many experiments showed that the 

associative classification method is efficient and in 

some cases better than some traditional classification 

approaches. In our proposed method, we use the 

relationships in the gestures to get the useful rules then 

use the rules to classify the uncertain instances.  

III. THE PROPOSED METHOD  

A. The framework  

                     
Figure 1. The framework of this hybrid method. 

In order to understand the method, we decribe the 

process with a workflow. First we use clustering 

ensembles to build an initial model and obtain labeled 

gestures. In a second step, we make use of these to find 

some useful association rules in the getures sequences. 

The third step is to classify some of the unlabeled data 

based on the rules, and then add the labeled data into 

the training dataset to rebuild the model. 

B. Definitions and notations  

First, we give some definitions and notations here: 

[Definition 1] Gesture 

Let D be a gesture dataset, D={d1, d2, …, dn}    with n 

instances. Each instance can be considered as a simple 

gesture.   

[Definition 2] Sequence 

Each sequence is composed by some gestures, it can 

be represented as a label list, such as: l1l2,  l1 l5 l6. 

[Definition 3] Cover operator ‘p ’ 

Suppose Y is a sequences with m labels, and Z is a 

sequences with n labels.  
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Yp Z is called Y is covered by Z if and only if ∆=m. 

For example: l1 l2p l1 l2 l3 l4 ,  l2 l3 l4p l1 l2 l3 l4 

[Definition 4] Rule 

R={r1, r2, …, rn} is a rules set, ri is a rule which is 

composed by two sequence patterns A and B, denoted 

as ri=<A→B>. For rule ri ,the support of ri denoted as 

sup(ri), and the confidence of ri denoted as conf(ri). 

C. Initial model  

In previous work[7], we employ the clustering 

ensembles to obtain the high confidence instances which 

can be recognized as labeled gesture. And these labeled 

gestures can be used to find the association rules in the 

next stage. Assume H is the number of partitions (i.e., 

ensemble size) , k is the number of gesture clusters. L is 

a set of cluster labels denoted as L=(l1, l2, …, lk) and f is 

a maping function, it satisfies f(di)∈L. Assume Π={π1, 

π2,…,πH} is the set of H partitions, πi ={C
i 

1, C
i 

2,…, C
i 

n} 

(1<=i<=H), where C
i 

j is the j
th

 gesture cluster in the 

partition πi. Let πi (d) be the cluster label of a gesture d 

in partition πi. θ is a predefined threshold of the 

clustering consistency index. The processing procedure 

is given as follow: 

Input: D, H, k, Π, θ, CL 

Step 1: Generate H different partitions on the dataset D. 

Step 2: Match clusters in different partitions with 

Jaccard index method[16] 

Step 3: For every gesture d in D, calculate CI(d) -the 

value of the clustering consistency index. After 

the clusters match, we can find that some 

Find the 

association 

rules in the 

gesture 

sequences 

Build the 

labeled data set 

Classify some 

of the unlabeled 

data 

Train initial 

model with 

clustering 

ensembles 



instances are steadily assigned to the same 

cluster and some instances are not. So we use the 

CI function to select the instances with the stable 

cluster assignment to create the high confidence 

clusters.  
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Step 4: For each gesture d with f(d)≠-1 in D, 

Output the value of f(d) as cluster labels of 

gesture d . 

Step 5: For each gesture d with f (d)= -1 in D,  

           Output d as an unlabeled gesture. 

D. Self-training with the association rule 

The hand gestures can be recognized as gesture 

sequences. Usually, we use our hands to do a task in 

specified gesture order. Thus, we can import the 

association rule method to help us discover some 

interesting rules in the the gesture sequences, and then 

make use of the rules to classify some uncertain 

gestures. 

Assume dataset S={s1, s2, …, sq} with q sequences. The 

minimum support threshold is denoted MinSupp. The 

minimum confidence threshold is denoted MinConf. φ 

is the threshold of the difference between two sequence 

and t is the number of times of the self-training process. 

The algorithm is given as follow: 

Input: S, q, L, MinSupp, MinConf,φ, t 

Step 1: Generate the rule set R in the dataset S with the 

apriori method. 

Step 2: Clean the rule set R. 

       For each rule r =<A→B> in R, 

       1. Delete the rule if conf(r)<MinConf or 

sup(r)<MinSupp, 

2.   Delete the rule if it contains unlabeled instances 

in A or B. 

3. Because the hand gestures are generated in 

specified order, we only need the ordered 

association rules. Thus we should delete the 

rule if order(A)=0 or order(B)=0. Assume x is a 

sequence, 

1

1   x   

( ) ( , , ), ( , , )

0     

iq

i i

i

s

order x b x s i b x s i

otherwise
=




= = 



∑
p

Step 3: Rank the rules. 

       Given two rules, ra and rb, ra precedes rb if : 

1. conf(ra)> conf(rb) 

2. conf(ra)=conf(rb), but sup(ra)>sup(rb) 

3. conf(ra)=conf(rb) and sup(ra)=sup(rb) , but ra 

was generated before rb. 

Step 4: Identify some unlabeled gestures. 

If we can find A pattern in a gesture sequence, we 

may also find B in the same sequence based on the 

high confidence rules. But sometimes the B 

sequence is mixed with some unlabeled instances in 

the gesture sequence, so that we can classify these 

instances with the B sequence. 

For each rule r =<A→B> in R, 

For i=1 to q do 

  If Ap ri and not(Bp ri) then  

get the sub-sequence Sb behind A with 

the same length (if it has enough length) 

in
i

s , and set diff=0, err=false.  

    For j for 1 to |B| do 

      If Sbj≠Bj then diff++ 

       If Sbj≠-1 then err=true; 

    End; 

             If diff/ |B|<φ and err=false then 

    For j for 1 to |B| do 

      If Sbj=-1 then Sbj= Bj; (Give the class 

labels to relevant instances) 

    End; 

End; 

Step 5: 1. Generate the new dataset S. 

             2. Repeat the process for t times. 

Step 6: Classify Si with nearest neighbour method 

IV. EXPERIMENTS AND EVALUATION  

 
Figure 2. The 5 gestures and the data. 

 

In the real world, it is difficult to obtain perfect data 

from the data glove. Gesture data generated by a 5DT 

data glove in Figure 2shows five gestures which are 

represented as waves. The data glove receives the 

flexure signals from the 5 fingers sensors when we bend 

the fingers. We can see that sometimes the signals are 



not clear, because of the disturbance from the 

movements of other fingers. In some cases, it could be 

considered as noisy data or uncertain instances in the 

previous algorithm. 

The Australian Sign Language dataset[17] is used to 

test the method. The gesture data was collected from a 

native Auslan signer using the data gloves. In the 

experiment, several subsets are extracted from the 

database. Each subset contains some word classes, each 

word class has 27 instances. We used the 10-fold cross 

validation method to compare the classification 

accuracy of this method with HMMs[4] and DTW[18]. 

We used k-means to generate multiple partitions for the 

initial model with random initialization of cluster 

centers. Parameter t is the number of self-training times. 

The numbers with bold-font show the best classification 

accuracy among the three methods. 

TABLE I.  A COMPARISON OF THREE METHODS 

Size 

of 

subset 

Classification Accuracy(%) 

HMM

s 
DTW 

Hybrid method 

t=0 t=1 t=2 t=3 

5 95.6 96.3 79.3 80.7 80.7 80.7 

10 90.4 91.9 75.2 76.3 75.2 75.2 

15 85.9 84.9 74.1 79.0 76.8 76.8 

20 81.9 83.7 75.9 78.9 84.8 80.0 

25 74.5 77.3 70.1 79.9 72.9 70.1 

30 71.0 74.1 66.9 72.0 76.3 74.3 

 

The experimental results show that the proposed 

method can improve the performance after self-training. 

It doesn’t perform well when the size of subset is small, 

because there is not enough rules for it to retrain itself. 

But in the larger subsets, the hybrid method is better 

than the other two methods, and we notice that, the 

accuracy may be reduced when the number of self-

training times is increased.  

V. CONCLUSIONS 

This paper proposed a hybrid method for hand 

gesture recognition. This algorithm integrate the ideas 

of associative classification and self-training approachs 

to find the useful rules in the gesture sequences, and 

then improve the performance. However, the hybrid 

method has high computing cost because of the pre-

modelling and self-training for several rounds, which 

need to be improved in our future work. 
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