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Abstract—Glove-based systems are an important option 

in the field of gesture recognition.  They are designed to 
recognize meaningful expressions of hand motion. In our 
daily lives, we use our hands for interacting with the 
environment around us in many tasks. Our glove-based 
gesture recognition is focused on developing technologies 
for studying the motion and interaction with a data glove 
which can augment the capabilities of some users to 
perform some tasks. This idea is relevant to many 
research areas, for example: design and manufacturing, 
information visualization, robotics, sign language 
understanding, medicine and health Care.  

In this paper, we proposed a new concept grounding 
approach for glove-based gesture recognition. We record 
the data from finger sensors and then abstract and extract 
concepts from the data. This allow us to construct 
conceptual levels which we can use to study interaction 
and manipulation for users during their activities. 
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I. INTRODUCTION 
The use of multimodel inputs such as facial 

expression recognition, audio expression recognition 
and hand gesture recognization provide interesting 
matural interfaces to intelligence environments. Hand 
gestures are the most frequently used in our daily lives, 
and glove-based systems play an important role in the 
field of gesture recognition. Gesture spotting implies 
determining the start and end points of a meaningful 
gesture pattern from a continuous stream of input 
signals. Four main approaches of hand gesture 
recognition have been used: HMMs (Hidden Markov 
Models)[1,2,3], Particle Filtering and Condensation  
Algorithm [4,5,6], FSMs (Finite State Machines)[7,8,9] 
and Connectionist Approach[10]. They have been 
widely used in many areas, such as design and 
manufacturing, information visualization, robotics, sign 
language understanding, medicine and health Care. 

Tom Mitchell proposed a new notion called "robotics 
concept grounding"[11] in the robot learning area. We 
can import this notion into glove-based gesture 
recognition. Concept grounding can abstract and extract 
concept from the raw data, and then build the concept 
space, so that the learner can make a plan in a higher 
level (Figure 1). The framework uses generalisation and 
abstraction techniques to analysis the raw data in the 

state space and action space and generate some basic 
concepts which can abstract the raw data cluster. And 
then create the behaviours between state concepts and 
action concept.  This paper aims to generate abstract 
concepts for glove-based gesture recognition. 

 

 
Figure 1. Concept Abstract & Extraction 

 
Pejman Iravani[12] proposed a new concept 

grounding method based on Behaviour-based (BB) 
architectures[13] which have been successfully applied 
to some robotic applications. The main contribution of 
this method is the integration of techniques for 
generating grounded symbols from raw sensory-motor 
data and traditional behaviour-based architectures. He 
used HHI K-means to cluster the robot data and obtain 
the abstract concept, and then control the robot by using 
abstraction and generalisation techniques. But the 
function of clustering method (HHI K-means) is limited. 
It abstracts the concepts with the K-means cluster 
centers that can not describe the intent of actions in a 
noisy environment.  

In fact, most concept formation models are 
conceptual clustering systems[14,15,16]. In most cases, 
the concepts can be represented as clusters. But the 
sensory data is usually very noisy. The sensor readings 
and actuator control are subject to inaccuracy due to 
noise. Although many clustering methods exist, no 
single algorithm can handle all kinds of dataset in noisy 
environment.  

Each algorithm has its own approach to make a 
description of the number and shape of clusters based 
on their particular view of the data. It's difficult to 
choose an algorithm which would show a best 
performance in a particular data set. Thus we need to 
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employ fusion techniques to  generate the suitable 
concepts for control. Clustering ensembles and multi-
classifiers are effective data fusion methods in data 
mining domain, we can use these techniques in our 
research. In the previous work, we have proposed a 
novel method named CEMF[17], i.e., Clustering 
Ensembles based on Multi-classifier Fusion. In this 
paper, we used it to create abstract concept for glove-
based gesture recognition.  

In this paper, we proposed a new concept grounding 
approach for glove-based gesture recognition, The rest 
of the paper is organized as follows: Section 2 describes 
the basic idea of  CEMF. The experimental results are 
reported in Section 3. And then section 4 provides 
conclusions and our future research work.  

II. THE METHODOLOGY OF CEMF 

A. The framework of CEMF  
CEMF generates H different partitions using different 

clustering algorithms and matches clusters in different 
partitions in order to create the high confidence clusters 
which can be considered as abstract concepts. And then 
it constructs the MCSs(Multiple Classifier Systems) 
based on the performance of the classifiers in different 
subspace and choose the local optimum classifiers to 
classify the uncertain instances and new instances into 
different clusters(concepts). From the different purpose, 
in this paper we don’t need to deal with the uncertain 
instances which could be considered as noisy data in 
some cases. As a recognition method, we can focus on 
how to classify the new instances. 

First of all, we need to give some some definitions 
and notation. Let D be a gesture dataset, D={d1, d2, …, 
dn} with n instances. Each instance can be considered 
as a simple gesture.  is a new instance which is 
waiting to be classified. H is the number of partitions 
(i.e., ensemble size) , k is the number of clusters. Each 
cluster can be considered as a abstract concept here. 
Assume L is a set of cluster labels denoted as L=(l1, l2, 
…, lk) and f is a maping function, it satisfies f(di)∈L. 
Assume �={�1, �2,…,�H} is the set of H partitions,  �i 
={Ci 

1, C
i 
2,…, Ci 

n} (1<=i<=H), where Ci 
j is the jth cluster in 

the partition �i. Let �i (d) be the cluster label of a 
instance d in partition �i.  

Assume S={s1, s2, …, sn} is the set of subspace, and 
Let S(d) be the subspace for instance d.  A={a1, a2, …, 
am} is the set of classifier, m is the number of the 
classifiers which are used to build MCSs. � is a 
predefined threshold of clustering consistency index. 
The detailed CEMF method is described as follows: 
 
Input:  D,H,k, �, �, A, L,  
Step1: Generate H different partitions on the dataset  D. 
Step2: Match clusters in different partitions with 

Jaccard index method[18] 

Step3: For every instance d in D, calculate CI(d) -the 
value of clustering consistency index[19]. After 
the clusters match, we can find that some 
instances are steadily assigned to the same 
cluster and some instances are not. So we use 
the CI function to select the the instances with 
the stable cluster assignment to create the high 
confidence clusters.  
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Step4: For each instance d with f(d)�-1 in D,                

divided d into new high confidence clusters N1, 
N2, …, Nk according to f (d). 

Step5:   For i=1 to H do add Ni into the subspace-S( ). 
Step6:   For each instance d with f (d)= -1 in D,  

For i=1 to H do  If ( ( ), ) 1i id lδ π = then  
add Ni into the subspace-S(d). 

Step7: In the each subspace S(d), Choose the best 
classifier � and then use � to classify d in S(d). 

{ }( ) argmax ( )
a A

A
d P aα

∈
=  ,  

P(a i) is the classification accuracy of a i  in S(d) 
with 10-fold cross validation.  
And do the same process in the S( ). 

Step8: Ouput the cluster labels of instance d in D and 
the label of . 

B. A graphic illustration  
 

 
Figure 2. The 3 different clustring results 

 
In order to grasp the idea, we decribe the process by a 

graph in a 2-dimensional space. We use three different 
clustering methods to generate multiple partitions and 
get the 3 different clustering results(Figure 2). After 
that we match the clusters in different partitions and 
then create the 3 high confidence clusters with k=3 and 
the threshold �=1. The result is showed in Figure 3. 
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 Figure 3. The 3 different clustring results 
 

In Figure 3, there are 3 high confidence clusters 
which can be considered as abstract concepts. We give 
the concepts 3 class lables : A, B and C. But there are 3 
instances(x1, x2, x3) in the uncertain area without the 
class lables. In the original CEMF method, we need to 
create the subspaces based on the multiple partitions for 
them. Figure 4 shows 3 subspaces. The instance x1 used 
to be covered by two clusters, so it is assigned to the 
subspace 1 which contains two classes (A and B). For 
the same reason, x2 and x3 are assigned to the supspace 
2 and subspace 3 and then we build the MCSs to 
classify them. But in this paper we don’t need to 
consider about the uncertain instance. Because our main 
purpose is how to classify the new gestures, instead of  
clustering all of the training data. We can build the 
MCSs with all the abstract concepts and classify the 
new instances(gestures) by the selected classifier based 
on dynamic classifier selection method.  

 
 Figure 4. The 3 subspaces 

 
III. EXPERIMENTS AND EVALUATION 

An experiment was designed to test the new method. 
We use a 5DT data glove (Figure 5.) to generate the 
gesture data. The 5 finger sensors in the glove can 
measure finger flexure for users. Figure 6 shows the 
data when we do the three gestures.  Take the case of  
the first gesture, we bent three fingers(index finger, 

middle finger and ring finger), so that the glove 
received 3 flexure signals which were shown as waves. 
We can see that sometimes it is difficult to get perfect 
data for each fingers when we are using the data glove, 
because of the disturbance from the movements of other 
fingers. In the realtime environment, it could be 
considered as noisy data or uncertain instances in the 
previous algorithm. 

 

 
Figure 5. The 5DT data glove 

 

 
Figure 6. The 3 gestures and the data 

 
There are 25 gestures with one hand, because each 

finger has two statuses. In this experiment, we separated 
the finger flexure time series and calculated the average 
value in every 1 second interval. So that the 5-
dimension instances can be created for each gesture. 
We gathered the data 20 times for each gesture. And 
then a dataset was built with 640 instances.  

x1 

x2 

x3 
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In the experiment, we used the 10-fold cross 
validation method to compare the classification 
accuracy of our new method with 3 classical 
classification methods: SVM (Support Vector Machine), 
DT (Decision Tree), NB (Naive Bayes) and kNN (k 
Nearest Neighbour). And CG stands for the new 
concept grounding method in the following table. We 
employed these classificaion algorithms from the Weka 
Software package[20]. We used k-means to generate 
multiple partitions for the new method with random 
initialization of cluster centers and set k=32. The result 
shows that the performance of the new approach is 
better than other classical classification methods.  

TABLE I.  A COMPARISON OF FIVE METHODS 

 Classification methods 
SVM DT kNN NB CG 

Classification 
Accuracy(%) 51.4  67.8 49.5 68.4 72.2 

 

IV. CONCLUSIONS AND FUTURE WORKS 
In this paper, we proposed a concept grounding 

approach for glove-based gesture recognition based on 
CEMF. We imported the idea of clustering fusion 
techniques to deal with the gesture recognition problem. 
The experiment result shows that it is an effective 
method in gesture recognition. 

However, it is worth noticing that the new method 
will result in high computing cost because of the pre-
modelling of clustering ensembles and dynamic 
classifier selection. After getting the abstract gesture 
concept, our future work focus on how to use 
association rule methods to generate the abstract 
behaviours from the gesture sequence. 
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